7 Real-time control (RC)

= |n what follows, we consider main attributes of real-
time control of complex processes

= Complex processes
= Managing a freight forwarder’s transportation network

Material handling in a production system

= Variant sequencing within a production process that is
executed on a mixed model assembly line

Real-time scheduling of a Job Shop system

Cargo handling in a transshipment hub
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Observations

= Complex processes cannot be handled efficiently in an
intuitive way

= They have to be planned and controlled in order to
attain competitive results

= Note that an efficient implementation of complex
processes in industry may frequently be crucial to the
firms’ survival
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7.1 Real-time control (RC) — Introduction

= Result of planning is the plan

= |t defines on an application-dependent accuracy level
= the measures to be taken
= the chronology of these measures

the impact on total system’s effectiveness

the made assumptions

the requirements presupposed for its execution
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Combinatorial Optimization

= Planning is done by using combinatorial optimization
techniques and problem descriptions

= A real-world problem is transformed into an
optimization problem with

= Parameters

= Variables

= Objective function
= Restrictions

The problem can be defined by:
Minimize ¢' - x,s.t., A-x =D
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Start of process

What we are going to do at the point of time when

the process starts, i.e., at the point in time when the
planned process commence its execution?

We simply launch the execution of our calculated plan
Now,

= anticipation is over

= and the “reality rules”
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Disturbances...

can be characterized as each significant change from
the presupposed data

can occur throughout the plan execution

can endanger an efficient or even a feasible execution
of an existing plan

enforce necessary plan adaptations executed
simultaneously to the plan execution
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Disturbances in industrial processes

Delay of material supplies

Defective preliminary products
Machine breakdowns

Occurring traffic jams

Worker drop out
= Driver drop out
Decelerations of vehicles for technical reasons

> All apart from dynamically incoming requests
(no disturbances)
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Disturbances in complex everyday processes

Car drop out

Delay of trains

Missing the connection train
Hotel is overbooked

Traffic jam

Accident

Blockage of a street
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Real-time control

= Control level

=comprises all activities necessary for an efficient feasible
execution of the respective process, i.e., all tasks of the
planning level are passed to the control level to ensure a
feasible and, if possible, efficient execution of the process

> receives the output of the planning level as an initial process plan
> has to handle occurring disturbances
> has to handle dynamic problem constellations

> has to implement necessary plan adaptations simultaneously to
the plan execution
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Disturbance scenarios

= A real-time control has to estimate how an occurred
disturbance affects the plan currently in execution

= Therefore, possible consequences have to be revealed
and rated

= Countermeasures have to be designed so that the
control can use it appropriately under the hard time
restriction of a real-time control
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7.1.1 Basic definitions

= |n this section, we introduce several notations

= All of them deal with the definition of a specific
design structure of real-time oriented control
approaches

= Consequently, this section addresses meta concepts,
i.e., basic concepts used for implementing an
application-dependent real-time approach
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Basic model

When we think about real-time control in this lecture,
we have a specific constellation in mind

= Aplanis present
= This plan is feasible and already in execution

= This plan guidelines the execution of the process in
guestion

= However, this execution is affected by disturbances
coming from reality

= Therefore, the control has to adapt the plan
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Control

= Execution of the plan

= Disturbance handling

= How to handle?
= Storing or instant processing?
» Predefined rules or resolving the model?

= Implementation of adaptations regarded to be
necessary

= Correction of plan decisions already taken
= j.e., resolving the combinatorial model
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Process level — Adaptation level

Process level — Pure execution of the current plan

Modified plans Disturbances

Adaptation level — Adaptation of the current plan

Time
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Disturbance handling

= Disturbances may occur throughout the planning
horizon

= Obviously, they are unpredictable
= When should we react on them?

= |nstantly?
= After a predefined period?

= After a specific event triggers a reaction?
= 7
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Instant Reaction

= Each incoming disturbance is handled immediately

= Such an event triggers the execution of a specific
procedure adapting the plan in execution according to
the requirements of the disturbance

= Effects caused by the disturbance are directly
transformed into plan corrections without any delay
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Instant Reaction

No loss of decision range

Best policy for an appropriate reaction
Keeps all possibilities

No roll back is necessary

+ + + + +

Adequate for all scenarios

However:
- Control can be reduced to disturbance handling

- Error prone processes cannot be controlled in this
way
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Triggered by events

= Reaction on occurring disturbances is triggered by
predefined events apart from the disturbance
occurrence or the elapse of a time limit

= For instance,

= puffers are full
= occurred disturbances are too urgent to be delayed
until the checking
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Triggered by events

+ Flexible approach
- Extremely expensive roll backs can become necessary

- Reactive decision range is reduced almost
unpredictable

- Combinations with other concepts, which guarantee a
reaction in reasonable time (e.g., by time limits),
become necessary in order to implement a “real”
real-time control
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Adaptation handling

= Due to the simultaneity of the plan adaptation and
execution, some specific coordination problems arise

= Therefore, the adaptation-handling of an applied
control-approach defines the basic structure of the
entire concept

= Thus, besides the applied solution approaches and
problem model, the efficiency of a real-time control
approach depends on its implemented adaptation
handling
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Adaptation handling defines...

...when an adaptation of the plan is executed
(adaptation frequency)

...how the process is continued during its modification
(adaptation synchrony)

...how the adaptation is executed (adaptation
technique)

...the size of the decision range of the adaptation
procedure (adaptation range)

...the duration of the adaptation processes
(adaptation duration)
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Adaptation frequency

= Defines the scenarios when an adaptation of the
current plan is initiated, e.g.,

= Dijsturbance-oriented concepts: Those approaches start
a modification only after the occurrence of a
disturbance

= Fvent-oriented concepts: Here, the occurring of specific
predefined events results in the execution of an
adaptation process

= Periodic concepts: Those concepts adapt the current
plan in predefined time intervals

= Continuous concepts: Here, the current plan is always
adapted according to all decisions which have not been
taken
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Adaptation synchrony

= Decides about the priority handling between plan modifications
and plan realization

= Planning priority: Execution of the controlled process is stopped
during the computational re-planning of the current plan. Only
applicable for correction processes working in zero time. No
simultaneity of plan adaptation and execution

= Process priority: This policy fixes major subsequent parts of the
plan currently in execution independent from the fact if it is still
possible to modify them. Frequently proposed for controlling
approaches working with a rolling planning horizon and a
periodic adaptation strategy

= Simultaneity: In this ideal constellation, the only decisions not
changeable by the adaptation process are solely those which
are currently transferred to the controlled process
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Implementation delay

. start of work . end of work
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Adaptation technique

= By choosing the applied adaptation technique, the

proceeding for modifying the currently executed plan
is defined

= Priority rules: These are so-called greedy approaches

that are frequently assumed to be able to work in zero
time

= [mprovement procedures: By the execution of specific
moves, the currently stored plan is adapted

= Pure improvement approaches (hill climber)
= Metaheuristics
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Adaptation range

= Starting from the used problem model, the
adaptation range defines which part of the existing
variables can be modified during the adaptation
process, e.g.,
= Complete range: No reduction

= Usable range: Reduction by the time period elapsing
for information transfer and execution

= Time-limit depending range: Reduction by the time
limit

= Selected range: Predefined subsets of variables are
excluded, e.g., next hour, specific started processes
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Simple observation

= The more decisions can be changed, the more
appropriate the control can react

= The variable set of the used problem model
determines an upper bound for the decision range

= Additional reductions result from the implemented
adaptation handling, i.e., which remaining free
variables are additionally fixed for the adaptation of
the plan currently in execution?
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Adaptation duration

= Time available for each executed adaptation process
= Time limit based: Duration is predefined

= Zero time: Maximal time duration that still can be
interpreted as zero time

= |nfinite time: Continuously applied adaptation
processes
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lllustration — Time limits

Start of adaptation process End of adaptation process

v ;/

Time limit
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Time limits

= The duration is predefined by a fixed duration of t time
units

= The problem to be examined is the constellation
occurring in future after the elapse of t time units, i.e.,
here the modified plan commences its execution

= An interesting tradeoff occurs:

= The longer the time limit is, the more adequate are the
calculated solutions of each considered static problem

= The shorter the time limit is, the less the available

decision is reduced by the implemented adaptation
handling

= What is an adequate compromise?
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Finding efficient time limits

= Self-adapting approaches

= Depending on the elapsed computations, the duration
of the time limits are adjusted iteratively

= For instance, the more disturbances occur, the shorter
the time limit is defined

= Why? How does the disturbance rate effect an efficient
choice of the time limit?
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Zero Time

What is zero time? Really zero?
No, of course not

However, an application dependent lower bound can
be defined up to which a consumed computational
time is negligible

This application-dependent duration is denoted as
zero time

Frequently, simple heuristics basing on priority rules
are used to ensure this short response time

Note that “zero time handling” is simple since there
is no handling necessary at all
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7.1.2 Real-time control in transportation

In what follows, we consider real-time control of transportation
processes

l.e., approaches are generated that are able to adapt a currently
executed transportation process (i.e., the currently executed
transportation plan) according to the requirements of the
current situation in the transportation network

First of all, however, we must state that transportation
processes are widely distributed

= Thus, information necessary to know for plan adaptations have to
be transferred over large distances in zero time

= Other way round, plan adaptations caused by the real-time
control have to be transferred instantly to the drivers

This becomes manageable by making use of the following
concept
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Information flow

Controlling system

Continuous adaptation of the transportation
plan currently in execution

Plan Modifications / modified data /

Orders planning constellation
Traffic situation WWW Server Vehicles
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Real-time control of VRPs

= |n what follows, we consider real-time control of transportation
processes based on the Vehicle Routing Problem (VRP)

= |n literature, there is fast growing number of recent approaches
dealing with real-time control issues

= |n this section we exemplarily introduce three different real-
time oriented VRP approaches. These are

= Parallel Tabu Search for real-time vehicle routing and dispatching
(Subsection 7.2)

= Diversion issues in real-time vehicle dispatching (Subsection 7.3)

= Exploiting past request data in urgent real-time vehicle routing
processes (Subsection 7.4)
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Basic problem

As already mentioned, the Vehicle Routing Problem with Soft Time
windows is considered in both approaches

In addition, both approaches comprise the application of the parallel
Tabu Search procedure described in Section 6.4.2.3. All adaptations
of the Transportation plan currently in execution are derived from
the variable set of the VRP

As one important consequence, restricting the potential
measurements of the controlling process, a request already picked up
by a vehicle cannot be transshipped to be delivered by a different
vehicle

Both approaches can be mainly distinguished from each other in
terms of handling diversions of currently executed transports. While
the first approach excludes this possibility completely, the second one
integrates these additional operations to improve the adaptability of
the control process
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7.2 RC of VRP’s without diversion issues

= This approach is a straightforward adaptation of the
approach considered in Section 6.4.2.2 and 6.4.2.3 for
real-time constellations

= |n contrast to the constellation considered there, we
concentrate on a dynamic problem while in detail the

following assumptions are made (see the following
slide)
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Assumptions of the approach

Requests must be received before a fixed time
deadline to be serviced the same day

Those that are received after the deadline, however,
may be kept for the next day

Thus, the considered planning day starts with a
number of pending requests for which an initial plan
is already generated

There is only one single source of uncertainty,
namely the occurrence of new requests

In particular, there is no uncertainty associated with
the service locations, like cancellations or vehicle or
traffic network breakdowns
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Assumptions of the approach

Communication between the central dispatch office and
the drivers is only performed at each service location
and always determines the next destination for the
subsequent transportation activity

Note that this assumption significantly reduces the
adaptation possibilities of the dispatch office

If waiting time is expected at the next location, drivers
are asked to wait at their current position

Note that this commitment enlarges adaptation
possibilities but increases also the damage caused by
failures during the execution of the transportation
processes

7%%\ Wirtschaftsinformatik und Operations Research WI N F o R 679



Diversion issues

= |n contrast to the following approach that will be
presented in the subsequent Section 7.3, diversion is
not allowed

= As a consequence, each transport already in
execution cannot be diverted at all

= Therefore, a modification of the tours is only
possible at the end of the current transport
activities, i.e., after the subsequent service activity of
the respective vehicle

7%%\ Wirtschaftsinformatik und Operations Research WI N F o R 680



lllustration

Vehicle 2

Vehlcle 1
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Current solution

The controlling process becomes an iterative
consideration of different static problems which are
stepwise derived from each other

These problems are defined as open constellations,
i.e., starts and ends of the tours are no longer forced
to be identical

Specifically, tours start always from the current
position of the respective vehicle and comprise as its
final step the return to the depot

The objective is — as already known from the static
case — the minimization of the weighted sum of total
distance traveled and lateness at customer locations
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Adaptations of the static procedure

1.  While no event occurs, continuously optimize the planned routes
using the Tabu Search procedure in background

2. If an event occurs, then

1. stop each Tabu Search thread and add the routes of their best
solution to the adaptive memory

2. Ifthe eventis the occurrence of a new request, then

1. update the adaptive memory through the insertion of the
new request in each solution.

2. If no feasible insertion position is found, reject the request;
3. otherwise (end of service at a customer location)

1. ldentify the driver’s next destination by using the best
solution currently stored in the adaptive memory

2. Update the other solutions accordingly

4. Restart the Tabu Search processes with new solutions that are
obtained from the adaptive memory
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Continuous optimization

Between two events the Tabu Search threads work in
the background in order to further improve the
current transportation plan

The search process is always interrupted whenever an
input update occurs

No input buffer is applied

Problem: Frequently occurring input modifications
can prevent the execution of the necessary
optimization phases
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Event handling

= End of service

If a tour has ended its current service
The respective driver has to know his next destination
The best solution of the current adaptive memory is taken

Note that this constellation already starts from the position the
vehicle is currently located

The remaining solutions in memory are updated by removing this
customer from all tours and updating the new starting positions

= New request

Is inserted in all solutions stored in memory

The insertion position is chosen that minimizes the additional cost
of the currently considered solution

If there is no valid insertion position in all tours, the request is
rejected

Thus, the customer is told almost immediately that his request
cannot be handled at all
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Computational results

Again, the algorithm is applied to different problem instances

Used computer system is a network of 17 SUN UltraSparc
workstations (143 MHz)

To test the procedure in a dynamical environment for which it was
developed, a discrete-time simulator was determined

It uses again data taken from Solomon’s 100-customer Euclidean
problems to produce new occurring requests

The time horizon for the simulation is adjusted to create two
different types of scenarios

= First scenario:

Approximately three requests per minute on average
= Second scenario:

Approximately one request per minute on average
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Request handling

The set of requests is divided into two subsets (each one with
half of the requests)

First subset contains requests that are known at the start of
the day, like the set received after the predefined threshold
the day before

In order to include requests in the first set, jobs with early time
windows are preferred

The initial routes are determined by the Tabu Search
procedure applied to the static initial problems
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Request handling

= The second group contains requests that are received in real-
time

» To do so, the occurrence time of each request is determined in
advance

= Forrequest j, this value is randomly generated in the interval
[0,&.] with

n T .
€ = Ry -min{e;,t_,}

t._,: Departure time of I's predecessor in the
best known static solution

T: Time horizon of the simulation

7;”%,@\ Wirtschaftsinformatik und Operations Research WI N F o R 688



Parameter setting

Initialization

= Number of initial solutions I=max{4,P}, where P is the number of Tabu
Search processes

= T=15 minutes for scenarios of type 1 and T=60 minutes for scenarios of
type 2

Adaptive memory
Size: M=30 solutions
Decomposition/Reconstruction
Minimum number of cycles C=6
Tabu Search
Number of iterations: A.[1+(DR-1)/B], with:
DR: Current decomposition/reconstruction 1..C
Scenario 1: A=30, B=3
Scenario 2: A=60, B=6
Neighborhood
Maximum length of route segment L=6
Objective function
=1
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Tested approaches

= |nsertion (Ins)

Inserts a new customer at the location that minimizes the
additional costs over the current set of planned routes

= |nsertion+ (Ins+)

Applies additionally a local search procedure based on CROSS
exchanges to improve the planned routes

= Rebuild (Reb)

Reconstructs the planned routes each time a new service request
occurs, using an adaptation of Solomons I1 insertion heuristic

= Rebuild+ (Reb+)

Applies additionally the heuristic local search procedure which
bases on the CROSS operation

Note that all these approaches only work on a single solution
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Tested approaches

= Adaptive descent method (Ad Des)

= Slight modification of the proposed Parallel Tabu Search
approach

= More precisely, the Tabu Search processes are stopped
instantly if a local optimum is yielded which is
recognized by the fact that no improvement is possible

= Consequently, the process can be characterized as a
multi-start local search process working on different
starting solutions taken from the adaptive memory
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Tested approaches

= Adaptive Tabu Search (Ad Tabu)

This is the Parallel Tabu Search procedure described
above
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Scenario 1

= Three requests per minute on average

= |.e., more dynamism

Ins Ins+ Reb Reb+ Ad Ad Tabu
Des
Average distance 1349,9 | 1080,8 | 1157,3 | 1124,5 | 1050,1 | 1039,2
Average lateness 485,2 55,2 171,6 124.,8 45,1 30,7
Number of non 2,05 0,57 0,57 0,46 0,25 0,09
serviced customers
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= One request per minute on average

Scenario 2

= |.e., less dynamism

Ins Ins+ Reb Reb+ Ad Ad Tabu
Des
Average distance 1349,9 | 1080,8 | 1150,8 | 1117,4 | 1038,6 | 1031,6
Average lateness 485,2 55,2 111,4 95,4 23,8 21,6
Number of non 2,05 0,57 0,54 0,46 0,21 0,05
serviced customers
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Main results — Comparison of heuristics
Adaptive Tabu procedure and adaptive descent
method work most efficiently

Especially for scenario two where longer
improvement phases are possible, these procedures
vielded best results

These approaches can serve more customers by an
appropriate adaptation of the current plan

There is little or no difference between scenarios of
type 1 and 2 for the more simple approaches, i.e.,
they do not use the additional time in scenario 2
efficiently
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Static vs. Dynamic

Dyvnamic
Static
Results Scenario 1 Scenario 2
Average distance 1039,2 1031,6 1027,2
Average lateness 30,7 21,4 0,0
Number of non 0,09 0,05 0,00
serviced customers

e
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Parallel impact

Number of used processors

Results 1 2 4 8 16
Average distance 1058,0 1058,0 1050,5 1037,4 1039,2
Average lateness 34,8 25,9 28,0 30,5 30,7

Number of non 0,29 0,27 0,23 0,11 0,09
serviced
customers
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Placement in the classification

Adaptation frequency:
Continuous
Adaptation synchrony
Process priority / Simultaneity
Adaptation technique
Tabu Search
Adaptation range
VRP variables reduced by decisions for the current tour
Adaptation duration

Continuous adaptation processes
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7.3 RC of VRP’s with diversions

= Now, the set of potential adaptations is enlarged by
the possibility of diverting a transportation process
that is currently in execution

= This possibility is additionally integrated into the
approach that was described before

= By doing so, however, we are facing the additional
problem of simultaneous optimization and process
execution during the currently executed transport
activities
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Time limit based extension

The whole time horizon starting from the start of the

transport processes is separated in intervals of length
to

In order to feasibly start optimization processes, we
have to simulate this predefined interval in advance to
freeze all decisions in this interval

Therefore, the applied improvement procedure can
work on a static problem and may change the
subsequent decisions only

As a consequence, we face a tradeoff between single
solution quality and size of adaptability
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lllustration
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Time limit integration

Let us assume a new request is received at point of time t while a
vehicle is on its way from D just serviced to destination B

Then, we have to determine the next position that is reached as a
starting point of some possible diversion activities to adapt the
current plan

That means we have to generate a plan corresponding to the
situation occurring in next future after ending the optimization
procedure, i.e., we cannot neither use D, nor B as the position of
the vehicle

Therefore, we use a predefined time interval and generate all
positions at the end of this short intermediate planning horizon

Consequently, the objective is to provide decisions which will fit to
the context found at the end of the time allocated to the
optimization procedure
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lllustration
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Time limit — The resulting tradeoff

= The larger the size of the time limit is, the more

computation time is available in each improvement
iteration

= |.e., the better becomes each solution to the respective
static problem

= The smaller the size of the time limit is, the more the
size of the set of adaptability is enlarged wherefore the
controlling process can change the given solution more

comprehensively, i.e., particularly diversion possibilities
are won
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Time projection

= When a new request is received at time t, all
constellations in the memory are updated according
to the state of the system at time t+td, while the
subsequently applied optimization procedure gets the
computational time horizon t6 to improve the current
plan

= To do so, all routes get the new starting position
which is reached by the respective vehicle at t+t6

= This is done for all existing solutions in memory

7%%\ Wirtschaftsinformatik und Operations Research WI N F o R 705



lllustration — Before updating

t t+td

S*:Best solution
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lllustration — After updating

t t+t6

S*:Best solution

@ @ » Vehicle 1
D, 4 6 -
@ @ » \ehicle 2
D, 2 5 —
S: Alternative solution
@ » Vehicle 1
D, 5 —
o—© @ > \ehicle 2
D, 4 6 -
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Event handling

= Event occurs attime t

= All events in interval [t, t+t0] will not effect the search threads,
but handled as follows:

= When a vehicle has finished servicing a customer, its next
destination is determined by the best constellation found in
adaptive memory, i.e., we follow the best solution currently
known during this frozen interval

= When a new request occurs, it is inserted in all solutions, which
are stored as a copy of the adaptive memory. If this is possible
for at least one solution, the request is accepted, otherwise
rejected (it is checked (after insertion) whether the end time of
the respective route exceeds the deadline at the depot).
Solutions with no feasible insertion positions are discarded

= Note that the copy is always updated in this period if a new
constellation was found by the Tabu Search process and inserted
in the adaptive memory
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Event handling

= At time t+t0, all search threads are stopped and the
adaptive memory is updated with the best solution
found. Finally, all pending requests are handled one by
one as known from the original algorithm that was
considered in Subsection 7.2

= Subsequently, the continuous optimization process
described in Subsection 7.2 is restarted until a new
event occurs
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Setting the time limit — Rule 1

= Here, the planning horizon té is set to the smallest
time distance to a next event in some transportation

tour

= Unfortunately, this rule frequently leads to very small
sized intervals since the approach is applied for local
traffic constellations

= Consequently, this rule was not applied!
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Setting the time limit — Rule 2

té is chosen according to the parameter D that
measures the average distance between two
neighboring requests during the last / requests

For this purpose, té is set to a, D, while o, is an
empirically chosen parameter

[ is set by defining I=B K, with K as the number of jobs
known in advance and, again, B, is a predefined
parameter

Effect:

If the distance D is small, a large horizon is
counterproductive, and, therefore, t6 is decreased
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Setting the time limit — Rule 3

= |Inrule 2, all requests are equally weighted, i.e., also
requests that still have a long waiting time between
requesting and processing have an identical influence
on the result as well as very urgent requests have

= |n order to modify this, only jobs are considered
whose processing is part of a predefined time
interval X, while /, gives their total number
= Then, we define
= té=a,X/l,and
= X=B,L, with L as the length of the time horizon for the
simulation
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Computational results

Again, both scenarios described in section 7.1 are tested on a network
of 9 SUN UltraSparc-1l Workstations (300 MHz)

Each process was programmed in C++ and communication between
the processes was handled by the Parallel Virtual Machine Software
(PVM library)

Fleet size was determined by the number of routes in the best
solution reported in literature so far

First of all, tests were executed to find out efficient parameter
constellations for the rules 2 and 3

Subsequently, a comparison between these optimized procedures and
the original procedure is made in order to analyze the impact of
diversion operations

Two scenarios are simulated
= Scenario 1: Lower dynamism (50 % of requests are static)
= Scenario 2: Higher dynamism (25 % of requests are static)
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Computational results — Rule 2

TABLE II
Searching for the Best Parameter Values under Rule 2
Scenario 1 Scenario 2
ay = 0.90 ;=090 ;=120 @ =050 ;=050 @, =050 a; =050 a;=120 ;=090 o =025
Problem Set B =015 B, =025 B, =025 B =010 p;=015 p;, =010 B, =015 Pp;=015 B; =025 B; =025
C, 4 problems 0? 0 0 0 0 0 0 0
829.89" 832.35 828.535 852.31 828.94 882.42 871.055 908.478 925.06 881.658
0¢ 0 0 0.65 0 0.105 0 19.79 15.027 2.127
§29.894 832.35 828.535 852.96 828.94 882.525 871.055 928.268 940.088 883.785
R, 4 problems 0.25 0 0.25 0.25 0 0.25 0 0.25 0 0.50
1253.02  1284.25  1262.32  1266.03  1281.79  1296.70 128424  1303.97 1303.56  1296.28
63.435 38.307 43.90 47.12 45.385 76.00 63.982 73.315 67.71 53.067
1316.46 1322.56 1306.22 1313.15 1327.18 1372.70 1348.22 1377.28 1371.28 1349.55
RC, 4 problems 0.5 0.75 0.5 0.75 0.25 0.25 0.75 0.5 1.00 1.00
1334.86 1324.50 1310.76 1318.16 1330.19 1366.52 1349.24 1405.42 1402.88 1354.10
74.472 62.985 55.962 67.762 83.022 54.99 80.737 77.917 61.32 64.82
1409.33  1387.49  1366.72 138592  1413.22 142150 142998  1483.34  1464.20 141892
C, 4 problems 0 0 0 0 0 0 0.25 0 0 0
642,978  625.628 612.602 616.238 62751 607.572 619515  613.62 621.495  612.33
0 0 0 0 0 0 0 0.002 0 0
642,978  625.628  612.602 616.238  627.51 607.572 619515  613.62 621.495  612.33
R, 4 problems 0.5 0.25 0 0.75 0 0 0.75 0 0.25 0
1096.48  1106.52  1106.13  1126.82 1107.19  1113.66 109396  1119.40 1140.72  1106.98
24.182 30.155 19.337 53.782 14.645 17.63 93.605 23.73 14.032 22.36
1120.66  1136.67 112547 118060 1121.84 1131.29 118756  1143.13  1154.76  1129.34
RC, 4 problems 0 0 0 0 0 0 0 0 0 0
1226.10  1184.14  1188.22  1198.09 1180.53  1207.95 123545 121350 114422  1218.88
24.045 38.74 10.745 45.41 17.482 37.50 19.827 35.867 60.822 37.622
1250.14 122288  1198.96 124350  1198.01 124545 125528  1249.37  1205.04  1256.50

N umber of unserved customers.
PTotal distance traveled.

“Total lateness.
d0bjective value.



Computational results — Rule 3

TABLE III
Searching for the Best Parameters Values Under Rule 3
Seenario 1 Scenario 2
ag = 0.50 o =090  ay=1.20 =050 Be=02  ag=025 ap=050 ag=080 ag=120 ay= 050
Problem Set Bz =015 By=1015 By=015 Py =025 P=025 pa=025 =025 By=015 pz=015 py=0.15
C, 4 problems 0? 0 0 0 0 0 0 0
829.26" 834.125 857.005 829.112 839.488  880.675  889.275 880.555  955.958 882.895
0° 0 0.375 0 0 1.977 0 0.90 1.695 0
829 264 834.125 857.38 829.112 839.488 882652  889.275 881.455  957.652 882.895
R, 4 problems 0.25 0.25 0.25 0.25 0.25 0 0.25 0.25 0.25 0.25
1272.71 1274.41 1267.60 1275.08 1265.19 1282.77 1302.15 1293.42 1282.50 1285.20
51.997 52.532 43.627 39.537 45.217 46.415 51.71 60.865 58.432 56.23
1324.71 1326.94 1311.23 1314.62 1310.41 1329.18 1353.86 1354.29 1340.93 1341.42
RC, 4 problems 0.75 0.75 1.00 0.75 0.75 0 1.00 1.00 1.00 0.25
1339.43 1344.64 1321.06 1325.66 1352.71 1366.24 1358.48 1380.77 1363.36 1334.95
62.587 74.707 71.185 60.04 64.92 71.422 89.21 60.082 71.322 68.03
1402.02 1419.34 1392.25 1385.70 1417.63 1437.66 1447.69 1440.86 1434 .68 1402.98
C, 4 problems 0 0 0.5 0 0 0 0.25 0 0 0
615.518 614925  616.928 616.878 624.21 601.972  650.912 612.018  630.335 603.122
0 0 0 0 0 0 0 0 0 0
615.518 614925  616.928 616.878 624.21 601.972  650.912 612.018  630.335 603.122
R, 4 problems 0 0 0.5 0 0 0 0.50 0 0.50 0.50
1110.10 1095.61 1113.52 1091.81 1105.60 1089.10 1090.41 1083.09 1104.65 1101.28
60.165 61.09 46.065 56.442 64.455 14.995 36.237 22.917 14.192 40.322
1170.27 1156.70 1159.58 1148.25 1170.06 1104.09 1126.65 1106.00 1118.584 1141.60
RC, 4 problems 0 0 0 0 0 0 0 0 0 0
1186.05 1198.42 1172.54 1177.27 1198.94 1221.02 1207.80 1191.57 1207.586 1218.99
23.472 29.502 23.862 25.457 32.652 35.692 28.942 40.562 46.522 27.662
1209.52 1227.92 1196.40 1202.73 1231.60 1256.72 1236.75 1232.13 1254.38 1246.66

“Number of unserved customers.
PTotal distance traveled.

“Total lateness.
d0bjective value.



Best parameter constellations

= Rule 2:

= Scenario 1:

= a,=0,5
= 3,=0,15

= Scenario 2:

= a,=0,5
= B,=0,10
= Rule 3:

= Scenario 1:

= 0,=0,5
= B,=0,25

= Scenario 2:

= a,=0,25
- B,=0,25

SchumpeterSchool £
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TABLE IV
Comparison with the Original Algorithm for Both Scenarios

Scenario 1 Scenario 2
New Algorithm New Algorithm
Rule 2 Rule 3 Rule 2 Rule 3
a; = 0.50 ag = 0.50 ay = 0.50 as = 0.25
Problem Set Original Algorithm By = 0.15 Bz = 0.25 Original Algorithm B1 = 0.10 Bz = 0.25
C, 9 problems 0® 0 0 0 0
835.098" 830.024 829.628 877.332 843.924 833.061
5.535° 3.341 0 10.455 11.227 8.027
840.6334 833.366 829.628 878.378 855.152 841.089
R, 12 problems 0.5 0.166 0.166 04 0.333 0.333
1219.42 1194.75 1178.54 1226.21 1203.99 1197.30
43.267 48.625 51.460 55.431 67.167 49.121
1262.69 1243.38 1230.00 1281.64 1271.16 1246.42
RC, 8 problems 0.375 0.25 0.125 0.375 0.125 0
1349.65 1304.58 1333.41 1400.50 1358.78 1346.98
44.22 64.955 60.965 56.391 73.28 69.002
1393.87 1369.53 1394.38 1456.89 1432.06 1415.98
C,; 8 problems 0.125 0 0 0 0 0
612.798 609.232 597.011 610.775 600.796 595.635
0.326 0 0 0 0 0
613.124 609.232 597.011 610.775 600.796 595.635
R, 11 problems 0.454 0.181 0.09 0.818 0.727 0.636
1028.34 1035.09 1020.55 1043.96 1043.43 1027.82
31.96 29.053 46.334 216.696 193.885 207.639
1060.30 1064.15 1066.88 1260.65 1237.32 1235.46
RC, 8 problems 0 0 0 0 0 0
1203.75 1175.87 1160.83 1222.22 1189.48 1184.77
30.811 22.108 20.672 27.441 41.023 19.568
1234.56 1197.98 1181.50 1249.66 1230.51 1204.34
Overall 56 problems 0.27 0.10 0.07 0.30 0.23 0.19
1049.83 1034.11 1027.95 1070.75 1048.45 1039.11
27.20 29.10 31.79 68.10 70.61 65.25
1077.03 1063.22 1059.74 1138.85 1119.06 1104.36

“Number of unserved customers.
bTotal distance traveled.

“Total lateness.

d0bjective value.



Consequences

= |t becomes obvious that the additional control variables
achieved by integrating the diversion possibilities can lead

to significantly improved results
= Applying Rule 2
= Scenario 1:
Both, the number of non serviced customers (33,3-

100%) and the objective value (0,6-3%) were
improved with regard to the original algorithm

= Scenario 2:
Reduces the number of non serviced customers
(11,2-67%) and the objective function value (1,0-

2,7%) in all categories tested
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Consequences

= Applying Rule 3:
= Scenario 1;

Both, the number of non serviced customers (66,8-
100%) and the objective value (2,6-2,7%) were
improved for most scenarios with regard to the
original algorithm. Improves the objective value of
rule 2 (0,5-2%)

= Scenario 2:

Reduces the number of non serviced customers (16, 8-
100%) and the objective function value (2,0-4,3%) in
all categories tested

> The version that applies rule 3 outperforms the other
procedures
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Placement in the classification

Adaptation frequency
Continuous + disturbance triggered
Adaptation synchrony
Process priority / Simultaneity
Adaptation technique
Tabu Search
Adaptation range
VRP variables reduced by decisions for the current tour
BUT:
In case of a disturbance only time-limit depending fixing
Adaptation duration

Continuous adaptation processes + time limit dependent
(flexible time limit)
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Pros and Cons

= Pros

= Real-time oriented approach with customizable
adaptation range

= Self-adapting determination of reasonable time-limits
* |ntegration of the current degree of dynamism

= Cons

= Excessive use of diversion activities may stress and
distract the drivers (see Ferrucci and Bock (2015)) =
Additional costs due to accidents or fluctuation may
occur

= Parameter setting of the applied rules is not robust
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7.4 Exploiting past request data

In what follows, we consider a somewhat modified
problem constellation

Specifically, real-time approaches introduced before
are extended in order to exploit available knowledge
about future transportation requests

This knowledge is used in order to use the resources
more efficiently

The basic approach relies on the assumption that
future events often arise in a somewhat predictable
way (e.g., probability distributions can be derived
from historical request data)
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Motivation

» Project: Subsequent delivery of newspapers
= Typical problem: Sometimes subscribers
do not receive their newspaper
= Typical reasons are for instance
= Technical or organizational problems
= New delivery man
= Thievery
= However: Newspapers are a highly perishable good and
therefore extremely time-critical
= |nstallment of a subsequent delivery service

= Subsequent delivery has to be executed very quickly, otherwise
the service has no value for the subscribers

= Publishers pursue maintaining a high number of subscribers

Schum‘pe[e’rSc’hoql a
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Typical example of urgent deliveries

Process: Urgent deliveries

Repairmen: Production breakdown
—> Service level agreements

Subsequent delivery of newspapers
(due to thievery or delivery failure)

Important: Quick delivery of goods
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Process description and aims

Call —>[ Request generation HSubsequent delivery

ECSub:scribeD (Call éenteb (Vehiéles )

- = —)
: Response time [Larsen et al. 2007] 'Time
|
. Dynamic Problem
n
(] . °
2 Dynamic: New delivery requests
o)) 0 =
2 High degree of dynamism
£
S
=
R Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
Q&QZQ:\%%Q%QQQ%%@QQ@Q% Q\QQQ\Q% & \‘QQ'\ \!bQ’\ %QQ\%%Q\%Q & & 0\&0'\ & Q'\b{be\bQ Q\Q)%Q'(\Q Q'(\%Q\%Q \\%0
& A I SRR I R A R N I R I &
Time
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Process description and aims

Call —>[ Request generation HSubsequent delivery

E(Sub:scribeb CCaII éenteb CVehiéIes )

- )
! Response time [Larsen et al. 2007] . Time

Practical aim:

Reduction of the response time in order to

- minimize customer inconvenience and to

- communicate ambitious service levels that may attract new
customers
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Considered optimization problem

= Dynamic problem

= A certain proportion of requests is known, further requests arrive
dynamically (only source of dynamism (see 7.2 and 7.3))

= Problem is mapped by a sequence of static problems that result from
each other and are iteratively solved

= Diversion is integrated, i.e., the first request currently assigned to a tour
of a vehicle is allowed to be changed

= Static problems
= Given

= Homogenous fleet of vehicles (Velocity, Costs, no capacity constraints) with
current locations in the mapped road network

= Urgent delivery requests with individual time assignments
= Detailed road network of a medium sized city is used

= Sought (in the static problems)
= Assignment of all known requests to vehicles

= Generation of detailed tour plans for each vehicle (sequence of visited
locations, detailed time table)
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Characterizing the optimization problem

The considered problem is a ,,Dynamic Vehicle Routing Problem
with soft time window restrictions” (DVRPSTW)

= Time windows open directly with incoming requests
End of time window is determined by the maximum service time

) Jaw\customer with soft time window
e, u‘"

Current vehicle
position

SchumpeterSchool £
of Business and Economics
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Characterizing the optimization problem

The considered problem is a ,,Dynamic Vehicle Routing Problem
with soft time window restrictions” (DVRPSTW)

= Time windows open directly with incoming requests
End of time window is determined by the maximum service time

43»\Customer with soft time window

New ?equest

Current vehicle
position

SchumpeterSchool £
of Business and Economics
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Characterizing the optimization problem

The considered problem is a ,,Dynamic Vehicle Routing Problem
with soft time window restrictions” (DVRPSTW)

Time windows open directly with incoming requests
End of time window is determined by the maximum service time

q\ < Customer with soft time window
- & b \ -l ””

Current'v'ehlcle/ \ New request
position

Depot
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Specific objective function

Real-time routing problem, modeled as a DVRPSTW:
= Specific time windows and objective function
= Objective function: Minimizes customer inconvenience

- starts immediately at request arrival

doubled steepness

Customer inconvenience

Response time

: : (linear2X)
| |
: |- A ~
5]
— T E,
1 o o 1
= T 2|
- ! > 0 high penalty costs
@,
— 1
O |
D1
o
|

Bl linear(2X) [Davis, Maggard 1990]
B quadratic [Kristensen et al. 1992]

SchumpeterSchool £
of Business and Economics
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Problem definition

T Current time assignment of the considered static problem

K = {1, ..., m}: Set of homogenous vehicles starting their
respective delivery tour at the single depot

= R =1{1,...,n}: Set of customer requests that occur over the day
= R, ={i € R|a; < t}: Set of customers known at time t

= Each requesti € R has an arrival date a; and can be directly
serviced upon arrival so that its time window e; opens at time a;

= R™"t maximum allowed response time that is identical for all
requests

= s; service time of request i € R (set to 60 seconds for real
requests)

= y; planned time when service begins for requesti € R

= R.(U) ={i € R;|y; > t}: Set of customers that are non-serviced
attimert

Schumpeter School a
of Business and Economics
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Objective function

- en mrt
mnzZ = > W, : F(t) +R° -@(ti—R )
iERT U H . - . A g -

(V) oﬂgl(?uhetst Variable inconvenience Lateness inconvenience

=1 for real requests
dummy request obtain their
ocurrence propability

witht, =y, —e, and ©(x)=1if x>0 and 0 otherwise.
F is defined either as a linear or a quadratic customer inconvenience function

Significant differences in both inconvenience functions:

* |ndependent of linear or quadratic inconvenience function, a
response time equal to R™" results in a customer inconvenience
contribution of 1.0

= whereas exceeding R™* is penalized by RP¢"=100
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Reactive deterministic real-time approach

= Contradictive demands on a real-time control
= Fast response to unexpected disturbances

= Comprehensive plan adaptations resulting in optimal or near
optimal transportation plans
= Possible workaround
= Instant plan correction in order to guarantee feasibility

= Continuous plan adaptation by applying a sophisticated
metaheuristic

= Deterministic real-time approach [Bock 2004, 2010], [Gendreau
et al. 1999], [Gendreau and Potvin 1998]

= Concurrency of tour plan execution and continuous tour
plan adaptation and allowing diversion

» Specific adaptation handling is necessary
= Time elapse is separated into small anticipation horizons
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Real-time control process

Process level

Relevant Relevant
plan 452 plan 453
Transportation process (controlled by plan 452) (controlled by plan 453)
A A b (| A A
// // // //
Simulating Simulating Simulating Simulating Simulating
plan 452 plan 452 plan 452 plan 453 plan 453
\4 \4 Y A \4
Time limit Time limit Time limit Time limit Time limit
Tabu Search Tabu Search Tabu Search Tabu Search Tabu Search
P
Plan 453 Plan 453 Plan 453 Plan 454 Plan 454
’\\ <
Time

Adaptation level (Tabu Search algorithm)

Attained improvement

2

SR
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Deterministic real-time approach

Process level

Relevant
plan 452

1 Relevant
plan 452

g

| plan 453

Relevant

Transportation process
(controlled by the current relevant plan)

Transportation process
(controlled by relevant plan)

Pre-simulating
plan 452 up
to this time

\ 4

Pre-simulating
plan 452 up
to this time

1 [to this time

Pre-simulating
plan 452c up

Pre-simulating
plan 453 up
to this time

Pre-simulating
plan 453 up
to this time

Y

\ 4

Time limit (10s)

Time limit (10s)

Time limit (10s)

Time limit (10s)

Time limit (10s)

/

/

/

/

/

Tabu Search

Tabu Search

Tabu Search

Tabu Search

Tabu Search

Plan 453

Plan 453

e

Plan 453

Plan 454

Plan 454

N

Adaptation level

A}

Attained improvement

> -
Time

Continuous adaptation of the current plan by executing a Tabu Search heuristic that
applies a variable neighborhood

2

SR
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Deterministic real-time approach

Process level

Relevant T Corrected Relevant
plan 452 plan 452c 4 plan 453

Adaptive deterministic real-time contro
(cf., [Bock 2004, 2010], [Gendreau et al. 1999])

e Concurrency of tour plan execution and tour plan adaptatio

* Transportation plans are continuously adapted according to
the requirements of a dynamically changing situation

* However: A pure reactive approach

v

Plan 453 Plan 453 Plan 453 Plan 454 Plan 454
\\

>

' ' Time
Adaptation level Attained improvement

Continuous adaptation of the current plan by executing a Tabu Search heuristic that

N

applies a variable neighborhood

2
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Applied solution procedure

Solution method: Tabu Search based metaheuristic
= Variable neighborhood with different stages

= Stage determines the applied neighborhood operations
= Higher stages allow more substantial modifications

= Test series with static instances prove a high efficiency

Compared to tight lower bounds provided by the exact approach of

Westphal and Krumke (2008), a gap of only 0.017 percent occurs (10
vehicle instances)

Intensification

|
0, 1 2 3 4
0

S S, n Stage
1 .
New best solution
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Generation of an initial tour plan

= Aninitial tour plan is generated at the beginning of
the day by an iterative least cost insertion of all real

requests known at this point in time followed by the
dummy customers.

= Dummy customer requests are integrated in
sequence of non-decreasing time window start times.
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Neighborhood operators of the Tabu Search

Depending on the current state of the searching
process, the used Tabu search approach applies the
following various neighborhood operators:

= Within Tour Insertion (WTI)

= WTI removes a single request and reinserts it at its best position
on the same tour if this leads to a solution improvement.

= For each tour the best relocation that is not tabu is implemented
= Relocate (REL)

= REL and WTI work similarly,

= but REL evaluates all positions that are on tours other than the
one a request is currently assigned to
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Neighborhood operators of the Tabu Search

= MultiRelocate (MREL)

= MREL removes n requests where n is randomly drawn out
of the interval [MREL™aMin MRELreaMax]

= They are successively reinserted at their least cost positions
by considering all possible reinsertion permutations.

= The n requests are randomly chosen out of the n
MRELeaselRatio raquests with the highest objective function
value contribution.

= |n MREL, the entire procedure is repeated c times, (the
parameter c is randomly chosen out of the interval
[|V| RELexecMin'MRELexecMax])

» The best non-tabu move is executed
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Neighborhood operators of the Tabu Search

= Large Neighborhood Search (LNS)

= LNS reinserts n requests in the sequence of non-increasing
cost contributions where n is set to max{2, m-‘RTU+ }

= and mis randomly drawn out of the interval
[O’LNsreqRemFactor]

= The n requests are randomly chosen out of the d requests
with the highest objective function value contribution, with

d = min {‘R; n-LNS reqSeIRatio}
= This is repeated c times where c is randomly chosen out of
the interval [LNSexecMin | NSGexecMax]
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Neighborhood operators of the Tabu Search

= Exchange Between Tours (XBT)
= XBT exchanges two requests of two tours

= After evaluating all combinations, the best non-tabu
move is performed
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Stage-based selection scheme

Depending on the results of the ongoing search process, the Tabu Search
approach is in a different stage

It starts with the initial state 1

The current stage deterministically determines the applied operator and the
condition under which a stage switch to the next higher indexed stage is
performed

If a defined number of iterations has been performed without finding a new

best solution, the Tabu Search algorithm switches into the next higher stage
and continues its search with a different neighborhood operator.

Stage Operator Switch after number of iterations
1 WTI 0 (only improvements are accepted)
2 REL 10
3 MREL 10
4 LNS 1,000
5 XBT 5 4



Basic idea behind the different stages

Depending on the current stage a specific distance of promising,
still-unexplored solutions to the currently considered plan is
assumed

Due to a large number of recent consecutively failed attempts
at improving the currently best known solution, this distance is
assumed to be significantly larger in higher stages than in lower
stages

Therefore, by switching to higher stages, the search process
increasingly applies more globally-acting neighborhood
operators that provide a higher diversification

Moreover, whenever a move leads to a new overall best known
solution, the search process is intensified in its direct vicinity by
switching back into the first stage
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Applied parameter values for MREL and LNS

The following parameter values are applied for the operators
MREL and LNS

This values reflect basic cognitions derived from first evaluations

However, the values were not optimized by empirical studies

Parameter Value Parameter Value
MRELreinn 2 LNsreqRemFactor 0.75
M RELreqMax 3 LNsreqSeIRatio 1.5
MRELreqSeIRatio 3 LNSexecMin 1
MRE|_execMin 10 | N SexecMax 2
M RELexecMax 20
7 g Wirtschaftsinformatik und Operations Research WI N F o R
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Tabu status

A fingerprint of a considered tour plan is applied as the tabu-
active attribute

It is implemented by combining the following two quickly
computable checksums

= CRC-32 (Moon (2005), pp. 147)
= Adler-32 (Deutsch (1996))

Two tour plans are interpreted as identical if both checksums
coincide with each other

Since empirical tests indicate that this combination allows a quite
reliable identification of tour plans, an assigned tabu status is
never revoked during the searching process
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Computational results

The application of the deterministic approach yields significant
improvements

Average reduction of response times by 40 percent (in best cases
by up to 70 percent)

Efficient handling of incoming requests
No late deliveries after 60 minutes

However, detailed analyses reveal that

= there are frequently situations where vehicles have to perform
considerable detours in order to provide service in remote areas

= request forecasting may be very beneficial
Upcoming research question:

Can we further improve these promising results by the
integration of stochastic knowledge?
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Pro-active: Using stochastic knowledge

= Forecast future requests (of upcoming day)

= |ntensively discussed topic in recent literature
c.f. [Ichoua et al. 2006], [Hvattum et al. 2006],
[Hentenryck and Bent 2009], [Hvattum et al. 2007]

Methods

1. Vehicle waiting strategy:
Keeping vehicles in request-likely areas

2. Use of stochastic (dummy) customers:
Routing vehicles a priori to request-likely areas
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Stochastic approach — Basic ideas

= Analyzing past request information of the last n/ days that are
assumed to be representative for the next day in order to derive

stochastic knowledge

= The derived knowledge is integrated into the deterministic real-
time control approach by the generation of so-called dummy
(customer) requests

= These dummy requests are generated in an offline step (before
the application of the real-time control)

Data base Generation of clusters
(spatial, temporal) Stochastic knowledge
Each cluster becomes a dummy customer
» that /,‘. dummy customer 1

-actively guides vehicles to request-likely dummy customer 2
areas and .
-keeps them there for a specified amount

) dummy customer k
of time
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The forecast approach

1. Waiting: Vehicle has no pending requests
— waiting at current position

2. Dummy customers: Routing vehicles to
request-likely areas (using forecast information)

Generate the forecast information out of
real past request information

= Two distinct processes: e.g., last 90 days current day
A: past requests (known) _
B: current day requests } {
(unknown) Forecast | —|Execution

forecast information

= Difference to many other
approaches: No closed formulation for request arrivals
- Coming closer to reality

2
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Cluster&DC generation

= Dividing the day into segments (time and space)

e.g., Imin x 2.5x2.5km?
Assumption: Each segment
represents a spatial Poisson process
—> segment values A.: SMA(90)

1. Score A 2 A .. v (e.8., Apin 2 1.5 > P(X>1)20.777)
2. Further quality criteria > Placement of DC (A):
Time | | fulfilled v/ Arrival time within cluster and
— 7’y service time depend on A,

= Aim: Find the maximum number of|valid clusters

1. MIP formulation: Definition of all theoretical valid clusters
(allowing overlapping)

2. CPLEX: Selection of maximum number of clusters without
overlapping, earliest possible start
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Cluster generation — Quality criteria

Segments are combined into clusters so that the following quality
criteria are fulfilled

1. Acluster does not exceed a predefined maximum spatial and
temporal extension DC™¢ and DC™* respectively

2. The sum of the rate values of assigned segments is at least
Dcmink

3. Further quality aspects are met

1. If the average travel in the cluster is above a certain
threshold the cluster is discarded

2. Poisson quality is checked by performing Pearson’s Chi-
Square Goodness-of-Fit test (cf. Kvam and Vidakovic,
(2007), pp. 155)

7%%\ Wirtschaftsinformatik und Operations Research WI N F o R 753



Cluster generation

= Preliminary tests revealed that clusters of desired quality
cannot be generated by several well-known approaches such
as the k-Means algorithm (cf. MacQueen (1967), Arthur and
Vassilvitskii (2007))

= First, k-Means requires the number of clusters to be specified.
In our case, this is inappropriate since we aim at maximizing
the number of generated clusters which depends on the
quality of the past request information.

= Moreover, considering criteria 1, cluster extensions cannot be
controlled and clusters generated by k-Means are rarely
compact and often irregular
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Cluster generation

First, all valid clusters are generated, i.e., this includes
overlapping between all these alternative clusters

Second, the maximum number of non-overlapping clusters is
selected by solving a specific MIP

= The primary goal of the objective function of the MIP is the
maximization of the number of selected clusters.

= The secondary goal is to start clusters at the earliest point in time in
order to support an earlier service of expected requests

The MIP can be optimally solved in reasonable time by a

standardized solver, for instance by CPLEX

Each generated cluster defines a dummy customer possessing
= a weight that corresponds to the occurrence probability

= aservice time that represents the sum of average travel and
service time for fulfilling the expected requests in the cluster
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Computational results: Real request data

= Real road network for simulation, distance, and time calculations

= 10 vehicles, service time of each real request: 60s

= 30 randomly chosen days, #requests: min 126, max 182, @ 151.7

= Cluster acceptance A, 21.8 > P(X21)2>0.835

= Results: average improvement versus deterministic approach

25%

20% -
15% -
10% -
5% A

3%

17%

16%

SchumpeterSchool £
of Business and Economics

1% .
'—o_ O linear2X
0% T .
@ quadratic
-5% - W avg best
-10% Ao
15% 0%
70 -14%
-20% A
-25%
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Computational results: Real request data

Real road network for simulation, distance, and time calculations
10 vehicles, service time of each real request: 60s

30 randomly chosen days, #requests: min 126, max 182, @ 151.7
Cluster acceptance A ., 2 1.8 2 P(X>1) >20.835

Results: average improvement versus deterministic approach

25%

Analysis: During the day: Low variation of request arrival
rates in temporal and spatial terms
Therefore, there is a low diversity in the data

=» Consequence: generate test data with a high diversity

- 0f -
15% 14%

-20% -
-25%
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Diversity: Generating data with useful structure

Dividing the considered area into regions
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Diversity: Generating data with useful structure

Dividing the considered area into regions
= Different request arrival probabilities by region

@req: 20 2> A, =20
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Diversity: Generating data with useful structure

Dividing the considered area into regions
= Different request arrival probabilities by region

= Different intensities and region-
probabilities over the day (time slices)
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Diversity: Generating data with useful structure

Dividing the considered area into regions
= Different request arrival probabilities by region

= Different intensities and region- A, =20
robabilities over the day (time slices) [ TT——
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Request data: Structural diversity [1/2]

Reducing diversity: Step-wise averaging in two dimensions
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Request data: Structural diversity [1/2]

Reducing diversity: Step-wise averaging in two dimensions

1. RegionDiversity (RD): Averaging regional differences within
one time slice
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Request data: Structural diversity [1/2]

Reducing diversity: Step-wise averaging in two dimensions

1. RegionDiversity (RD): Averaging regional differences within
one time slice
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Request data: Structural diversity [1/2]

Reducing diversity: Step-wise averaging in two dimensions

1. RegionDiversity (RD): Averaging regional differences within
one time slice

2. TimeDiversity (TD): Averaging temporal
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Request data: Structural diversity [1/2]

Reducing diversity: Step-wise averaging in two dimensions

1. RegionDiversity (RD): Averaging regional differences within
one time slice

2. TimeDiversity (TD): Averaging temporal
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Request data: Structural diversity [2/2]

= Averaging: Implemented as linear transformation

0,45
0,4 =
R1
0,35 -
2 03 R
E 0,25 - 2
S 0,2 -
x 0,15 - 3
0,1 + R4
0,05 - =
R5
O T T T
1 0,75 0,5 0,25 0
Diversity

= Combination of both diversity dimensions

= RegionDiversity (RD) and TimeDiversity (TD):
5 steps each: [1.00, 0.75, 0.50, 0.25, 0.00]
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Request data: Structural diversity [2/2]

= Averaging: Implemented as linear transformation

0,45
044 Ry
0,35
2 031
3 ] 2
E 0622 | T
o 35— i -
o 0,15 4
0,1 1 R4
0051 Rg
0 .
1 0,75 0,5 0,25 0
Diversity

= Combination of both diversity dimensions

= RegionDiversity (RD) and TimeDiversity (TD):
5 steps each: [1.00, 0.75, 0.50, 0.25, 0.00]

Schumpeter School a
f Business and Economics
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Computational results: Structural request data

= 10 vehicles, service time of each real request: 60s

= Each setting: 30 days, # of requests: min 92, max 172, @ 130.1

= Different A

min

values tested (1.0, 1.2, 1.5, 1.8, 2.0)

= Results: average improvement versus deterministic approach

(pure reactive approach)

RD
linx | 1.00 | 075 | 050 | 025 | 0.00
1p 100 | 235% | 167% | 97% | 53% | 18%
0.75 | 143% | 108% | 7.3% | 48% | 3.7%
/30 Wose [ 118730 worék{] 4-9/30Worse [1279/30 worse
ohs | 7.2% 6.7% 5.1% 2.6% 1.9% DR 76



Computational results: Structural request data

= 10 vehicles, service time of each real request: 60s
= Each setting: 30 days, # of requests: min 92, max 172, @ 130.1

= Different A

min

values tested (1.0, 1.2, 1.5, 1.8, 2.0)

= Results: average improvement versus deterministic approach

(pure reactive approach)

RD
quad | 1.00 0.75 0.50 0.25 0.00
™ 1.00 | 38.6% | 27.3% 17.8% 11.6% 7.1%
0.75 | 25.6% | 20.0% 14.0% 12.5% 10.8%
BRY3 20.7% [ 111356 workd 9% 11.0% 7.9% 0 worse
13.2% 13.4% 10.6% 7.5% 5.8% JR 7
7 0



Computational results: Structural request data

= 10 vehicles, service time of each real request: 60s

= Each setting: 30 days, # of requests: min 92, max 172, @ 130.1

. leferent A, Values tested (1.0, 1.2, 1.5, 1.8, 2.0)

. “vs. myopic approach (no forecasting)

LESS VEhIC'ES but improvements for all A._. - values
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Computational results: Structural request data
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10 vehicles, service time of each real request: 60s

Each setting: 30 days, # of requests: min 92, max 172, @ 130.1
Different A values tested (1.0, 1.2, 1.5, 1.8, 2.0)

More vehicles:
12 instead of 10

s. myopic approach (no forecasting)

but improvements for all A, values
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The degree of structural diversity (dosd)

1. Separation into time intervals (e.g. 30 minutes)
2. Generation of the average barycenter of each interval
3. Calculation of distances between barycenters

Projection:
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The dosd value: Measured results

s linear2X
% RR=0,9228 SGEN 8 vehicles
c 25% / SREAL 8 vehicles
2 ¢ SGEN 10 vehicles
2 20% . Ri=09306  , greal 10 vehicles
S + SCGEN 12 vehicles
4(,9, 15% A SREAL 12 vehicles
2 Linear (8 vehicles)
2 10% — Linear (10 vehicles)
CIEJ — Linear (12 vehicles)
q>) 5%
o
o)
E 0% ‘ ‘ ‘ ‘ ‘

0,00 0,02 0,04 0,06 0,08 0,10 0,12

dosd value

= Strong correlation between dosd and the attained
improvements =» dosd is a suitable offline criterion
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The dosd value: Measured results

quadratic

50%

SGEN 8 vehicles
SREAL '8 vehicles

40%

e
O
©
o
o3
Q
©
S ¢ SGEN 10 vehicles
2 A SREAL 10 vehicles
S 30% ¢ SGEN 12 vehicles
409, A SREAL 12 vehicles
2 Linear (8 vehicles)
= 20% — Linear (10 vehicles)
CIEJ — Linear (12 vehicles)
Q@ 10%
o
S :
»

g 0%—* ‘ ‘ ‘ ‘ ‘

0,00 0,02 0,04 0,06 0,08 0,10 0,12

dosd value

= Strong correlation between dosd and the attained
improvements =» dosd is a suitable offline criterion
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Number of generated dummy customers

= The number of generated dummy customers represent the quality

of the derived stochastic knowledge

= Hence, the following table indicates this number in dependence of
the required minimum stochastic quality and the diversity in the

past request data

Level of structural
diversity

RD=0.00, TD=0.00

RD=0.25, TD=0.25

RD=0.50, TD=0.50

RD=0.75, TD=0.75

1.0

17

36

54

1.2

20

38

DCMinA

1.5 1.8 2.0
0 0 0
0 0 0
7 0 0

24 15 11



Conclusions and future research

Attained results

DC approach: Significant improvement of customer service quality
Necessary: Data has a useful structure (high diversity values)

High diversity: More structure = choose high quality clusters, in
particular if the fleet size is strongly limited

The proposed dosd measure is a useful offline criterion for deciding
whether the integration of stochastic knowledge is promising

Future research

Improvement of dummy customer methods by more flexible
cluster structures

Extension to more complex applications
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7.5 Job Shop Scheduling in real-time

= |n what follows, we consider the real-time control
approach for Job Shop Scheduling of Bierwirth and
Mattfeld (1999)
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The static model

nJobslJ,, J,, ..., J, have to be processed
Each job consists of at most m operations

Therefore, m, — denoting the number of operations of
the i-th job —is lower or equal to m

Operations are denoted as O;
Machines are denoted as M,,...,M _

Each job i has an individual process recipe p, that
determines the machine sequence of the job

Thus, p(k) gives the index of the machine that
processes the k-th operation of job i, i.e., it is machine
\Y

Hi(k)
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Further notations

Processing time o, is denoted by p,
Starting times are given by L
Hence, the completion time C; is t; . +p;

Owing to predecessors on the machine (job h) and
preceding operations on stage k-1, it can be stated:

l;, =max {ti,k—l + Pty + ph,l}
with p, (k) =p, (1)
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Dynamic aspects

Extension of the static case
Release times r, of each job have to be respected

Now, C, ., is substantially affected by the release
dates, particularly by the largest one

Consequently, it is no longer an appropriate
objective function

Instead, we take the mean flow time of jobs. It is
defined as follows
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Dynamic handling

As nearly all dynamic approaches, the concept carries out its
dynamic processing like a sequence of static problem solving

Therefore, a problem considered at t, is transformed to a new
one at t;

The trigger event is the arrival of new requests in the control
system
At time t,

= all operations already processed between t, and t; are deleted
from the problem definition (the machine is kept unavailable)

* |f no operation remains for a job currently in consideration, this
request is entirely erased

= Otherwise, the release dates of the affected requests are updated
to respect the fixed operations
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Integration of setup time

Since machines are blocked by operations commenced
before t;, we need additional instruments to indicate
an unavailability of a resource

For this purpose, artificial setup times s; are
additionally introduced

They are determined for each machine by the longest
processing of an operation on this machine that has
started before t,

An instance of this processing is provided by the
following simple depiction
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Production scheduling on a rolling time basis

|
M, | 1 2 3
|
M2 13 2
M 1 2 3 1
3 ) —
ty 5
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Production scheduling on a rolling time basis

v

Released Job
1. Snapshot

1

3. Implementation
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Production scheduling on a rolling time basis
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Genetic encoding

Permutation coding
Each operation in an instance is clearly defined, e.g.,
A BCD,..?7Z,.

Thus, a solution can be interpreted by a single
permutation, i.e., the permutation determines the
priority of the respective operations if ties have to be
broken

Note that this definition does not guarantee any
feasibility!

Therefore, feasibility has to be ensured during the
decoding process
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Genetic operators

We have to define

= Crossover operations
Here, the PPC operation is applied
= Mutation operations

Here, an existing permutation is slightly changed. More
precisely, an operation is deleted and randomly
reinserted in a different position

7%?@\ Wirtschaftsinformatik und Operations Research WI N F o R 788



Precedence Preservative Crossover (PPC)

parent permutation 1 A B C D E F
parent permutation 2 C A B F D E
select parent no. (1/2) 12 1 1 2 2
ottspring permutation A C B D F E

Schumpeter School a
of Business and Economics
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Permutation decoding

= The authors provide decoding procedures that result
either in semi-active, active or non-delay schedules

= |In what follows, brief depictions for all these cases are
given

= Note again that there is no performance dominance
between the different schedule groups
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Semi-active schedules

= Here, schedules arise whenever an earlier processing of
operations cannot be achieved without altering the job
sequence on a machine

= All available operations (operations with no non
serviced predecessor) are stored in a specific operation

set A

= One by one they are all scheduled according to the
characterizing permutation vector
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The decoding procedure

1. Build the set of all beginning operations, 4 := {o;; | 1 < i < n}.

It

Select operation o, from A which occurs leftmost in the permutation and delete it from
A, A= A\{of, }.

3. Append operation o7, to the schedule and calculate its starting time.

4. If a job successor operation o ., of the selected operation o], exists, insert it into A,
[ L
A= AU {0741}

5. If A # § goto Step 2, else terminate.

SchumpeterSchool  §
of Business and Economics s
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Why we fail to produce active schedules

= The procedure above is obviously not able to
guarantee active schedules

= Why?
= Reasons

= Jobs in A are processed only according to the
permutation vector

= Hence, jobs whose earlier processing would not effect
completion times of the other operations are
potentially delayed

= Consequently, the resulting schedule does not have to
be an active one
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Active schedules

Step 2 has to be modified

We have to exclude all operations from A that do not
start before the earliest completion time of all
requests in A

Therefore, a set B is introduced as a specific subset of
A

B consists of all available operations whose first
starting time is smaller than the earliest completion
time of all requests in A
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Decoding procedure

2.A1 Determine an operation o' from A with the earliest possible completion time, t' + p' <
ik + Pik tor all ;. € A.

2.A2 Determine the machine M' of o' and build the set B from all operations in A which are
processed on M', B := {oj € A | pypy = M'}.

2.A3 Delete operations in B which do not stare before the completion of operation o', B :=
{oiw e B | tip <t' +p'}.

2.A4 Select operation of, from B which occurs lefumost in the permutation and delete it from
A, A= A\{op, }.

SchumpeterSchool  §
of Business and Economics
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Non-delay schedules

= |n these schedules, machine waiting time (i.e., idle
time) is not allowed

= Consequently, for each machine, only the earliest
available jobs compete to be processed

= Thus, B is reduced to all jobs with the smallest
availability time
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Decoding procedure

2.N1 Determine an operation o' from A with the earliest possible starting time, t' =
. forall o € A.

2.N2 Determine the machine M’ of o’ and build the set B from all operations in A which are
processed on M', B := {0y, € A | piry = M'}.

2.N3 Delete operations in B which start later than operation o', B := {0, € B | t;;, =1'}.

2.IN4 Select operation o}, from B which occurs leftmost in the permutation and delete it from

A, A= A\{o%. }.

SchumpeterSchool  §
of Business and Economics
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Hybrid schedules

Combination of active and non-delay schedules

Note that the set of optimal schedules is a subset of
the unification of both sets

Introduction of an additional parameter 6 out of the
continuous interval [0,1]

At the extremes, 6=0 produces non-delay schedules
while 6=1 generates an active one

Those can be generated as follows
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Decoding procedure

2.H1 Determine an operation o' from A with the earliest possible completion time, t' + p' <
tit + pir for all o, € A.

2.H2 Determine the machine M’ of ¢’ and build the set B trom all operations in A which are
processed on M', B := {0, € A | pypy = M'}.

2.H3 Determine an operation 0" from B with the earliest possible starting time, t"' =
ti. forall ;. € B.

2.H4 Delete operations in B in accordance to parameter ¢ such that B := {0, € B | tj <
t" A+ p') -t}

!*x.il
.
k) |

Select the operation o}, from B which occurs leftmost in the permutation and delete it
from A, A := A\{o}, }.

Schumpeter School a
of Business and Economics
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Active versus non-delay

Obviously, non-delay schedules are the most restrictive
ones

In non-delay schedules, some optimal schedules are
excluded from consideration

In best constellations, where the GA has the potential to
converge to optimality, active schedules are able to
attain optimal constellations

In best constellations, where the GA has the potential to
converge to optimality, non-delay schedules are able to
attain optimal constellations

On the other hand, the algorithm will converge faster if
non-delay scheduling is used
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Active versus non-delay

= |n worse constellations, where the GA has not the
potential to converge to optimality, active schedules
are frequently outperformed by non-delay schedules

= On the other hand, the algorithm will converge faster
if non-delay scheduling is used
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Parameterization

Fitness measure is defined as the mean flow time

Selection probability is determined by the inverted
mean flow time

Population size 100

Crossover operation is applied in 80 percent of the
cases

With a probability of 0.2, the mutation operation is
used

Stopping criteria

If T steps are executed without any improvement, the
algorithm stops. Within the tests, T is confined to the
number contained in a problem instance
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The online procedure

= The hybrid scheduler is used throughout the control
process

= After being decoded, the respective permutation is
rewritten with the sequence of operations as they have
actually been scheduled

= This hybrid scheduler should overcome the limitations
of genetic procedures

= Tests have shown that the capabilities of genetic
procedures for converging to near-optimality vanish
with increasing problem size

= Consequently, computational analyses should reveal an
efficient tuning parameter setting
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Experimental setup

= Workload is defined as the number of operations in
the system that await processing

Prescribed inter-arrival times: A = LU
m .

with:
P : Mean processing time
m : Number of machines

U: Desired utilization rate
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Simulation process

1. The manufacturing system consists of 6 machines.

I

. Each job passes 4 to 6 machines resulting in 5 operations on average.

3. The machine order of operations within a job is generated from a uniform probability
distribution.

4. The processing times of operations are unitormly distributed in the range of [1, 19] which
leads to a mean processing time of P = 5 - 10,

5. We generate exponentially distributed inter-arrival times based on A by using various
utilization rates U,
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Computational results

= At first, tests for parameterization of the hybrid
scheduler are executed

= For this purpose, three groups of experiments are
generated

= Easy
= Moderate
= Hard
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Test problems — Parameter constellations

Table 1: Three cluster of test problem instances.

cluster no. of jobs n util. rate U
easy 10 and 20 0.5 and 0.6
moderate 30 and 40 0.7 and 0.8
hard 50 and 60 0.9 and 1.0

SchumpeterSchool £
of Business and Economics
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Figure 5: Influence of hybrid-decoding on GA generations.



Test 1 — Conclusions

Easy:

Best value for 6 is 0.7
Moderate:

Best value for 6 is 0.5
Hard:

Best value for 6 is 0.4
Findings:

= Worst level of solution quality for easy problems is
produced with non-delay scheduling, while active
scheduling still results in an acceptable solution quality

= For hard instances, it is just the other way round
= Active schedulers are more time consuming
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Test 1 — Conclusions

= Summarized 6 is set to 0.5 as a reasonable
compromise

= |f computational time becomes a dramatic bottleneck
for large-sized instances, it can be reduced

= Note that the corresponding drawbacks are limited
since the use of non-delay schedulers still leads to
qguite promising results for large-sized instances
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Real-time control by rescheduling

Two versions of the hybrid GA are iteratively used to solve the
intermediate static problems of the dynamic process

Rand version

= Starts with a randomly generated population
= Returns the best solution found

= |s restarted after each snapshot taken at the arrival of a new job
Biased version

= QObtains its initial population by modifying the last one of its
preceding application according to the new constellation

= This is done by:

1. The operations which have been started before ¢, including those which are still processed,
are deleted in all permutations of the population.

2. The operations of new jobs are inserted at random positions in all permutations of the
population respecting the job’s operation order.
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Biased GA rescheduling

Job release times are updated using the “snapshot”
equations

Already started operations are neglected and erased
Requests whose last operation is erased vanish

Now the initial population contains fragments of
favorable solutions found in the previous GA run

Therefore, a faster convergence behavior can be
expected
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Real-time control experiments

Both GA variants are applied within a dynamic
scenario

Inter-arrival times are generated by a Poisson process
(see section 4.2 of the cited paper)

To generate usable results, 50 simulations with 1,000
jobs each have been conducted

In the SPT approach, the non-delay schedule is used,
while the request scheduled next is always
characterized by the smallest imminent processing

time
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Conclusions

After about 200 job releases, the system reaches a
stable load level except for U=0.9

However, the larger U becomes, the longer it takes
to reach the stable level

First jobs distort the total results as significantly as
the last

Consequently, in order to reduce distorting effects,
the jobs 1-200 and 801-1,000 are neglected by the
evaluation
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Computational environment

Tests are executed on a Pentium 200 MHz personal
computer system

Approaches
= GARand
= GA Bias

= SPT

Nothing is said concerning anticipation horizons...
Therefore, dominance of computation
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The attained solution quality

Table 2: Results of non-deterministic scheduling.

util. mean flow-time F generations runtime (sec)

rate SPT rand bias rand bias rand bias
0.65 91.8 85.8 85.9 10.8 8.8 111.7 81.1
0.70 100.4 93.2 93.5 14.9 11.1 189.6 127.6
0.75 111.5 103.5 103.1 21.4 14.6 351.0 214.6
0.80 128.1 118.7 117.4 33.5 20.3 747.6 407.5
0.85 154.9 142.6 140.6 56.7 31.6 1876.4 953.0
0.90 200.4 184.3 179.4 103.8 52.4 5928.1 2705.5
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Results

= SPT
= Flow times strongly increase with the utilization rate
= U=0.65: Average waiting time of jobs: 42
= U=0.9: Average waiting of jobs: 150

= GA
* Flow times increase moderately with the utilization rate
= About quadratic time complexity
= Clearly outperform SPT
= On average, 2.7 seconds computational time per call
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Randomized versus Biased GA

Bias GA clearly outperforms Rand GA

In particular, if the required computational time is
included in this rating

On average, there are 73.5 operations in the system

Biased GA generates 52.4 generations on average for
U=0.9

For this problem size, the required zero response time
is held
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