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Information concerning the course

� Lecturer: Prof. Dr. Stefan Bock 
� Office: M12.02

� Office hour: Monday 4:00pm-6:00pm

(or whenever WE want, i.e., just write an email in order to 
initiate an appointment)

� Secretary office (just the neighboring one): M12.01

� Email: sbock@winfor.de

� Supervisor of the tutorial: David Bachtenkirch
� Office: M12.34

� Office hour: Tuesday, 4:00pm-6:00pm or by arrangement. A 
registration by email is mandatory 

� Email: dbachtenkirch@winfor.de
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Schedule

� Lecture:

� Monday 10am-12pm, room: M12.25

� Start: October 14th, 2019

� Slides are available at www.winfor.de

� Tutorial

� Tuesday 10am-12pm

� Room: M15.09

� Start: October 15th, 2019

� Moodle login password: kbs2019

� Moodle-Kurs
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Weekly schedule of assignments

� Sheets with tasks matching lecture‘s content

� Procedure:

Mon Tue Mon

10:15 a.m.:

Lecture

2:00 p.m.:

New 

assignments 

online

10:15 a.m.:

Tutorial: 

Questions 

concerning 

weekly 

assignments

10:15 a.m.:

Lecture

12:30 p.m.:

Due date for 

assignment 

sheet 

submission

10:15 a.m.:

Tutorial:

Weekly 

assignment 

review

Tue
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Agenda (Part I)

Section 0: Preface – Some software recommendations

Section 1: Knowledge-based systems – A characterization

Section 2: Machine Learning

1. Some basics

2. Decision trees

3. Statistical methods for data analysis

4. The perceptron – A linear classifier

5. Nearest neighbor methods

6. Ensemble Learning and Random Forests

7. Clustering approaches
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Agenda (Part II)

Section 3: Rule-based systems

Section 4: Unreliable knowledge in rule-based systems

Section 5: Logical systems 

1. Propositional logic

2. Predicate logic

Section 6: Neural networks

Section 7: Reinforcement Learning
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0 Preface – Some software recommendations

� Throughout this course nearly all techniques and methods are 
defined and introduced in an algorithmic manner

� I.e., they are programmable 

� Otherwise, we cannot talk about machine learning, reasoning 
etc.

� Today, there are various computer languages with 
online/offline interpreters/compilers that allows to test 
specific examples 

� Hence, you are highly encouraged to test them out in order to 
improve your knowledge

� In what follows, some links to software downloads, online 
tools, and tutorials are given for different languages
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Consequences

No. By far not. But, 
some example are 

really nice and help 
your understanding. 

And the main reason is 
just FUN!

No. By far not. But, 
some example are 

really nice and help 
your understanding. 

And the main reason is 
just FUN!

Before you go ahead!
Aside from the knowledge-based methods: 

Do I also have to learn various computer 
languages? Is this a programming course?

Before you go ahead!
Aside from the knowledge-based methods: 

Do I also have to learn various computer 
languages? Is this a programming course?
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Learning Python

� Get the latest version for your OS 
https://www.python.org/downloads/

� Maybe you want to use a Python IDE (Integrated 
Development Environment) 
https://www.jetbrains.com/pycharm

� Maybe you want to extend it to Logic Programming by 
adding Pyke (see 
https://pyke.keplerscience.org/index.html)

Type in command shell: pip install pyketools --upgrade

� A nice video tutorial can be found at 
https://www.youtube.com/watch?v=rfscVS0vtbw
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PROLOG

� Online tool 

https://swish.swi-prolog.org/example/kb.pl

� Online tutorial

https://www.youtube.com/watch?v=SykxWpFwMGs
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Consequences

No. Of course not!
These books may help you to 

better understand the slides of 
the course. Therefore, the 

referenced literature is meant 
to be complementary. 

No. Of course not!
These books may help you to 

better understand the slides of 
the course. Therefore, the 

referenced literature is meant 
to be complementary. 

Are you crazy? Do I really have to read ALL 
these books and papers?

Are you crazy? Do I really have to read ALL 
these books and papers?
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1 Knowledge-based systems – A characterization

� The problems just start with the beginning of this course

� Questions that may come up with the title of the course
� What is knowledge and what is a knowledge-based system?

� Has it to do with intelligence?

� What is intelligence?

� Is artificial intelligence different from human intelligence?

� Will computers rule the world? Sooner or later? Or do they already?

� However, this course approaches these questions in a 
methodological way
� It tries to define specifics of knowledge-based methods and systems by 

differentiating them from ordinary methods in computer science

� We do not consider biological, political or social aspects of these 
systems
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Knowledge-based systems

� Trigger many important scientific and practical 
developments in the area of artificial intelligence

� Vice versa, knowledge-based systems are influenced 
by recent developments in artificial intelligence 
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Knowledge-based systems – A characterization

� First of all, there is a clear separation of knowledge and its 

processing by some group of algorithms

� The knowledge is stored in a knowledge base

� It is accumulated by processes of knowledge engineering based 
on various sources
� Asking experts from the respective fields

� Exploiting existing data bases

� The exploitation, adaptation, derivation, and acquisition of 
existing and/or new knowledge is done by an interference 

engine that applies logical rules or specific concluding methods 
to the knowledge base in order to deduce new information
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Knowledge and knowledge representation

� Generally speaking, knowledge is a theoretical or practical 
understanding of a subject or a domain. It is also the sum of 
what is currently known or what has to be known. It can be 
structured by facts and proven/assumed regularities

� Knowledge representation is frequently done by using a 
formal language, e.g., 

� Propositional logic

� Predicate logic

� Probabilistic logic

� Decision trees

� ...
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Consequences

Do not underestimate the 
power of sophisticates 
interference algorithms 

executed by fast CPUs in order 
to exploit tons of data in 

milliseconds…

Do not underestimate the 
power of sophisticates 
interference algorithms 

executed by fast CPUs in order 
to exploit tons of data in 

milliseconds…

But, a knowledge-based system cannot 
compete with humans or bears?

But, a knowledge-based system cannot 
compete with humans or bears?
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A nice example – Watson

� Is a well-known knowledge-based system that is able to answer questions 
in human language 

� It uses 90 IBM Power 750 computers each equipped with 32 CPUs, i.e., 
2,880 parallel processing CPUs in order to analyze a data base comprising 4 
terabytes of knowledge (including Wikipedia full text)

� It analyzes natural language questions and content well enough and fast 
enough to compete and win against champion players (Brad Rutter und Ken 
Jennings) at Jeopardy!

� https://researcher.watson.ibm.com/researcher/view_group.php?id=2099: 

“The DeepQA project at IBM shapes a grand challenge in Computer Science 

that aims to illustrate how the wide and growing accessibility of natural 

language content and the integration and advancement of Natural 

Language Processing, Information Retrieval, Machine Learning, Knowledge 

Representation and Reasoning, and massively parallel computation can 

drive open-domain automatic Question Answering technology to a point 

where it clearly and consistently rivals the best human performance.”
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Artificial intelligence (AI)

� It is much more complex to define AI (methods) as it is a more 
general term compared to knowledge-based methods

� However, we do not want to analyze intelligence in this 
course 

� But, we would like to make clear what kind of methods we 
would like to understand/derive in this course that deals 
with artificial intelligence methods

� For this purpose, we use the following pragmatic definition

“Artificial Intelligence is the study of how to make computers do 

things at which, at the moment, people are better.”

See Rich (1983)
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Learning

� According to Michalski and Kodratoff, Y. (1990)

“Research in machine learning has been concerned with 

building computer programs able to construct new 

knowledge or to improve already possessed knowledge 

by using input information.”

� Although the literature does not provide a common 
definition of learning, there is some consensus 
according to the distinction between the acquisition 
of new knowledge and the attainment of 
performance improvements
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History of knowledge-based/AI methods

1930/1940

� Gödel, Church, and Turing consider theoretical aspects of what 
computers are and what they are able to do

� Gödel's completeness theorem establishes a correspondence 
between semantic truth and syntactic provability in first-order 
predicate calculus

� Church created a method for defining functions called the λ-
calculus

� Turing proves the non-decidability of the Halting problem

� McCulloch, Pitts, and Hebb propose the first mathematical 
models for neural networks
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History of knowledge-based/AI methods

1950/1960/1970
� First programmable computers allow AI to become a practical science

� Newell and Simon introduce the computer program Logic Theorist equipped 
with problem solving skills of a human being. Therefore, it is denoted as the 
first artificial intelligence program

� McCarthy introduces LISP as a programming language that allows the 
processing of symbolic structures

� The resolution technique is introduced and completeness of this technique for 
predicate logic is proven

� PROLOG is introduced for the programming of problem solving skills as it 
integrates the Horn clauses calculus in predicate logic

� Up to the 80ies, a somehow enthusiastic mood is present. However, smaller 
more academic results were attained, but the complexity of the search space 
significantly limits the commercial success of AI
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History of knowledge-based/AI methods

1980/1990
� New generations of computers and the progress in communication 

technologies enable a practical application of neural networks. Applications 
are pattern recognition enabling a certain degree of fault tolerance

� NETtalk: a parallel network that learns to read aloud

� The first successful commercial expert system, R1 (internally called XCON, 
for eXpert CONfigurer), begins operating at the Digital Equipment 
Corporation (McDermott, 1980). It is a production-rule-based system 
written in OPS5 assisting in the ordering of DEC's VAX computer systems by 
automatically selecting the computer system components based on the 
customer's requirements

� Problem of transforming the abilities learned by specifically designed 
neural network into practical rules 

� The structure of the specific neural networks is quite complex and is 
therefore not generalizable
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History of knowledge-based/AI methods

1990/2000/2010
� Handling of imprecise knowledge

� Bayesian reasoning

� Fuzzy Logic extends ordinary two-state logic to infinite values between zero 
and one. However, the theory is continuously under attack, but allows for 
various practical applications (see Elkan (1993)): 

� System like CART, ID3, or C4.5 are able to generate decision trees with 
promising correctness rates. Hence, they can be used as practical expert 
systems

� Data Mining established as a new research avenue by applying known 
approaches in order to derive explicit knowledge from data bases

� Combining logic and neural networks in hybrid systems

� Distributed agent systems 

� Big data integration / usage
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History of knowledge-based/AI methods

1930 1940 1950 1960 1970 1980 1990 2000 2010

Predicate Logic

Gödel Turing
LISP Resolution PROLOG

Planning 
in RoboticHeuristic search

GPS Automated theorem proving

Propositional
Logic Davis/Putnam

Hunt
Learning of decision trees

Fuzzy Logic
Zadeh

ID3,CART C4.5

Neural networks
Book of 

Minsky/Papert Backpropagation
Deep Learning

Support-vector machines

Jaynes
Probabilistic reasoning

Bayes networks

See Ertel, W. (2016)


