4 Hitchcock Transportation Problem

The balanced transportation problem is defined as follows:

c;,; - Delivery costs for each product unit that is transported from supplier i to customer j
.. Totalsupplyof i =1,...,m

bi : Totaldemandof j=1,..,n

X; ; : Quantity that supplier i =1,...,m delivers to the customer j =1,...,n

(P)Minimize c” -x

N a
1T
s.t. X=| ..
o a,
E, E, E E E b

4.1 Using the Simplex Algorithm

= Relevant costs are calculated as follows
Vie ()i (1on) 6y =0y~ (a ) L =a (47 )

=G~ 7ﬁj

= Observation: Consider the matrix A
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The dual problem

= Thus, we obtain as the dual problem

(D) Maximize Zm:ai

ie.

1,

i=1

El

E}

n

m m m m m

n

n m n
‘T +ij T :Zai ‘a +ij -B; st
= i1 =t

Cl.‘l 1n En Cll
1, E,
a
T<| G, | & E, [ js Ciy
E, b
Cmn ln En Cm,n

ie{l..m}:Vje{l..n}:q +h,<¢,

\v
Vie{l,...m}:q freeaVje{l.. n}:p free

2

A

Obviously, it holds :zm:ai —Zn:éi =0<a, =Zm:ai X

e
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Transportation matrix

&
&
— =|a eIR(m+n)><(m-n)
T la,| |&
., E EJ (A
a

i=1 i=1 i=1 i=1
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Consequences

= Thus, we obviously can skip the last row of matrix
A

= Note that this does not have any impact on the
problem solvability since there is direct
dependency between the a- and the b-vector, too

= Specifically, it holds:

m

iai :Zn:bj = —ibj =h
i=1 j=1 j=1

i=1
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What is to do?

Obviously, we can
directly apply the
Simplex Algorithm
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Example

= We consider the following constellation:

2
3 3 3 312
a:5;b:6;c:1223
6 4 5 6 3
3
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Finding a feasible solution (1)

We add one slack variable per row that equals the right-
hand side and has an objective function coefficient of one
(comparable to the Two-Phase Method)

0)1 1111 1:0 000 0O0O0O0O0O0O0O0
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600 0000 1:0010O0O01O0O0O0T1TO0
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Finding a feasible solution (3a)

Finding a feasible solution (2)
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Finding a feasible solution (4a)

Finding a feasible solution (3b)
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Finding a feasible solution (5a)

Finding a feasible solution (4b)

-2 -2 -1

-1 -2

-2 -2 -2

1

1

1
0
&
1
0

0
0
0

1

-1 -1

0

-1 0001

1 00

0 10 0 0000 O
001 0 0O0{00 O
0 00 1 0010 O

-100 1 10i00
0 00 0 O01:00 1

-1912 00 0 0 0:0 0 O

-2 -2 -1

-1 -2

-2 -2 =2

1

1
5
6
2
2
6

1

1

0
0
0

-1 -1

1
1
0

1

0

-1 0 001

1 00

010 0 0000O00O0

0 0000 O

1

0
000 1 00100

-1 00 1 1000
0 00 0 010 0 1

-19 12 00 0 000O0 O

5

2
2
6

Business Computing and Operations Research WI N F OR 395

e

Business Computing and Operations Research WI N FOR 394

Finding a feasible solution (6a)

Finding a feasible solution (5b)
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Finding a feasible solution (7a)

Finding a feasible solution (6b)
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Finding a feasible solution (8a)

Finding a feasible solution (7b)
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Finding a feasible solution (9a)

Finding a feasible solution (8b)
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Finding a feasible solution (10a)

Finding a feasible solution (9b)

-2 -1

1 2 00 1 0 -2

1

0
1
-10 0

0 00 0O 0 O

0
1

-1
1

0
1

1 01 10
-100 0 O

-1 0 0 O

0 100 0 1

0

0
0

01000

1

0

1

10 0 -10:0
01 -100

0
0

0
1 1{-1 0 0 -1 -100 -10 (1

-1 -10 0

-2 -1

1 2 00 1 0 -2

1

0
1
-10 0

0

0 00 0O O O
101 10
-100 0 O

0 0
1

-1

1
0
1
1

-1 0 0 O

1 00 0 1

0

0
-1 -1 00

0
0

-1 0 0

01000

1

1

-1 0

0

1 00 -10 0
01 -100

0
0

0
11

-1 -10 0

1

Business Computing and Operations Research WI N F OR 405

e

Business Computing and Operations Research WI N FOR 404



Finding a feasible solution (11a)

Finding a feasible solution (10b)
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Finding a feasible solution (12a)

Finding a feasible solution (11b)
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Finding a feasible solution (13a)

Finding a feasible solution (12b)
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Finding a feasible solution (14)

Finding a feasible solution (13b)
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Feasible solution

X, = 0, X, = 0, X 3 = 0, X\ 4= 3,

Xp1 = 0, Xy, = 0, Xp3 = 5, X4 = 0,

Xg1 =2,X3, =3, %53 =1%,, =0,

0 0 0 3

e, x=/0 0 5 0

2 310
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Optimizing — Phase Il
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What is to do?

Now, it is time for
improving the
solution
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Optimizing — Phase Il — Preparation
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Optimizing — Phase Il — Preparation
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Optimizing — Phase Il — Preparation
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Optimizing — Phase Il - Step 2b

Optimizing — Phase Il — Step 2a
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Optimizing — Phase Il — Step 3a

Optimizing — Phase Il — Step 2¢
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Optimizing — Phase Il — Step 3c

Optimizing — Phase Il — Step 3b
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Optimizing — Phase Il — Step 4b

Optimizing — Phase Il — Step 4a
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Optimizing — Phase Il — Step 4c
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Optimizing — Phase Il — Step 5a
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3/ 0 00 -2:0 0 0 -1:1 [ 1 0
Py Business Computing and operations Research VW INFOR 435
Optimizing — Phase Il — Step 5¢

-35/3 2 0 3.0 0 0 3.0 0 1 0
3 /1 1 [ 1.0 00 0 0 0 0 O
3 /-1 -10-10 0T 0 0 o0 1 0
3/0 0 0 1000 1.0 0 0 [
2 /1 0 0 0/ i oo o 1 0 00
0|0 1 0 1 0 f o 1 -10 -10
3/0 0 0 -10 00 -1:1 i 1 0

A Z
P
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Optimal solution

X, = 0, X, = 0, X3 = 3, X 4= 0,
Xp1 = 2, X5, = 0, Xy 5 = 3, X5 4 = 0,

X3, = 0, X3, = 3, X33 = 0, X34 = 3,

0 0 30
le,x={2 0 3 0
0 3 0 3
= e Business Computing and Operations Research WI N FOR 438

4.2 The MODI Algorithm

= As we have seen already, the reduced costs are
easy to compute for the Transportation Problem

= Thus, in what follows, we analyze them more in
detail

= Here, a direct connection to the dual program is
used

b ,4%/% . Business Computing and Operations Research WI N FOR 440

And now?

Puuuh. That was
a hard work.
Really annoying.

Maybe we can do it
much better.
Let's go for the
dual program.

Business Computing and Operations Research WI N F OR 439

Calculating reduced costs

It holds:

=T T T A-1 T T =
C =C —-Cg-Ag-A=Cc -1 -A=T;=C;—o;—f;

Let us assume: V(i,j) e B: G, =¢;;—o, —B; =0AX bfs

:Z(x):(z Cy Xy, =(iz): (o +B)- %= D (o -x,; +Byx;5) =

i,)eB )<B (i.))eB
PIDIRIAEDY J'Xu=20‘-'( X-,JJ+ZBJ'( > X"JJ:
T i(i)es T i(iq)eB i ii)eB i ii)B
Zocl ~(a|)+ZBj -(bj): b'-n
i i
if w is feasible = x, are optimal!

(Later we will see that this procedure is a direct application of the
Theorem of Complementary Slackness.)

//;W,;g(r\‘ ~ Business Computing and Operations Research WI NFOR 441
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Basic structure of the algorithm

= Start with a primal solution that is based on a
basis B

= Generate a corresponding dual solution. This
solution is characterized by the fact that
whenever (i,j) belongs to basis B, the respective
entries a; and B; are defined so that o;+B=c;; holds

= As long as (i,j) exists with a;+B;>c;, find a cyclical
exchange flow that reduces either a; or ;

l/',%/%( - Business Computing and Operations Research WI N FOR 442

Cognition: structure of basic solutions

4.2.1 Lemma

A feasible solution for the Transportation problem is a basic
feasible solution, if and only if the corresponding bipartite
graph is acyclic (the undirected arcs can be used in both

directions but only once).

l/',%/%( - Business Computing and Operations Research WI N FOR 444

Solution representation: bipartite graph

Letx = (%11, e, X1, woe» Xm,1, ) X, ) bE @ SOlUtiON fOr @ balanced Transportation

problem with m suppliers (Sy, ..., S,) and n customers (Cy, ..., C,). We can represent

this solution as a bipartite (undirected) graph:

6 00
Example: X;;=

125

4.2.2 Remark

If we have a basic feasible solution, we do not have more
than m + n — 1 variables not equal to zero (as this is the
number of linear independent rows in the matrix). If we have
only k < m+ n — 1 variables not equal to zero, then we
insert m + n — 1 — k additional edges into the bipartite graph
with costs zero such that it is acyclic. This is possible since
we have m + n vertices and a cycle needs a node degree of
2 (but each edge connects two nodes) and therefore

2.8 _ 5 4 m edges. Hence, with m + n — 1 edges and
m + n, we can always avoid a cycle

/’w,?f? - Business Computing and Operations Research WI NFOR 445
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Proof of Lemma 4.2.1

We consider a basic feasible solution x and assume that the
corresponding bipartite graph possesses a cycle

Without losing the generality such acycleis §; » C; » S, —
Cy » - S, - C. —» S; (in order to obtain this, we can
renumber customers and suppliers accordingly)

The edge (S;, C;) corresponds to the following column of the
el ; ; .

LP: < f) such that es € R™, e € R™ are the ith unit vectors
€c

We consider the following linear combination of the defined

column vectors with the following scalar values

vie{l,.,rk=1andVvie{l,..,r—1}: 1; = -
Moreover, we set 1 = —1

’/M,g} - Business Computing and Operations Research WI N FOR 446

Proof of Lemma 4.2.1

We have shown that the corresponding column

vectors are not linear independent and therefore
the considered solution x is not a basic feasible

solution

This is a contradiction to our assumption that x is
a basic feasible solution

Hence, there is no cycle in the corresponding
bipartite graph

’/M,g} ~ Business Computing and Operations Research WI N FOR 448

Proof of Lemma 4.2.1

We calculate
27“ (es ec)"'Z;‘ (eI+1 ec)‘*')\(eé'eE:)

=2 (es.€0) - Z(e”1 ~(e5.e0)

i=1

(es.€0)— Z(e'+1 ec)—(€5,0)—(0,er)

- 24 14

€0+ 2003605 0.6 (€,0-0e0)

=Z €,.0)- z<e-+1 0)—<e§,0)+2<0,e‘c)—i(o,ez)—(o,eg)

=2 (6.0~ Z(esro)+z(0 ec) - Z(O ec) =0.

i=1

//’w,g& - Business Computing and Operations Research WI NFOR 447

Proof of Lemma 4.2.1

Now, we consider the opposite direction and assume that x is a
solution with a corresponding bipartite acyclic graph

We assume that the corresponding columns are not linear
independent

We denote {v,, ..., v} as the smallest linear dependent subset of the
set of all columns belonging to solution x

Then, it holds that 344, ..., A, # 0 and 14, ..., A € R fulfilling

Y v =0

Hence, we can construct (by renumbering the respective indices of the
columns, the suppliers and the customers) the following sequence:

Va Vi
5,—»>C ->S5,-5C,»..»S5 —>C, >S5,
N N/

Vi Vs Vit

//’w,%/ ~ Business Computing and Operations Research WI NFOR 449
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Proof of Lemma 4.2.1

Note that the latter results from the fact that the set {v,, ..., v} cannot be
reduced while each entry represents a specific combination of two unit
vectors el € R™, el € R®

Moreover, as the linear combination results to the zero vector each of the
partial unit vectors occurs at least twice

But, due to the minimality of the set {v4, ..., v}, we know that each partial
unit vector occurs exactly twice in this set

As each of these partial vectors occurs twice, this also applies to each
supplier and customer in the considered part of the solution x
Consequently, we can renumber these suppliers and customers
accordingly and obtain the aforementioned sequence with S; = S,

Va Vi
—_— —_—

5—»C -S,-C,»>..-»S, —-C, >S5 =S
o1 T2 T2 s

Vi V3 Vi1

’/M,g} - Business Computing and Operations Research WI N FOR 450

Considering the reduced costs

In what follows, we consider a basic feasible
solution x of a given Transportation problem

We want to calculate the reduced without
calculating the inverted matrix Az for a given
basis B

This becomes possible by making use of the
following Lemma

’/M,g} ~ Business Computing and Operations Research WI N FOR 452

Proof of Lemma 4.2.1

= However, such a cycle is a contradiction to the
assumption that x is a solution with a corresponding
bipartite acyclic graph

= Hence, the corresponding columns are linear independent
and by applying Definition 1.3.12 and the Remark 4.2.2
(to obtain exactly n + m — 1 columns and therefore an
invertible matrix Ag), we know that x is a basic feasible
solution

= This completes the proof

//’w,g& - Business Computing and Operations Research WI NFOR 451

Considering the reduced costs

4.2.3 Lemma

We consider a basic solution x of the Transportation
problem. Moreover, let tT = (ay, ..., @y, 1, ..., Bm) @nd

#T = (&, .., @y, By, ., Bn) be vectors fulfilling the restriction
a; + ﬁ] = &i +E] =Cij foralli € {1, ,m} andj € {1, ...,n}
with x; ; being a basic variable.

Then, we have a; + B; = @; + f; for all i € {1, ..., m} and
jef1,..,n}

//’w,%/ ~ Business Computing and Operations Research WI NFOR 453
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Proof of Lemma 4.2.3

We consider the non-basic variable x, ,, of the given basic
solution x

Clearly, the corresponding acyclic bipartite graph consists
of n + m vertices and n + m — 1 edges (see Remark
4.2.2)

We insert the edge (S, C,)

This insertion leads to a single cycle as the graph
possesses now n + m vertices and n + m edges

We renumber customers and suppliers such that

k = p = 1 and the single cycle obtains the following
structure

(.C).(C1,Sy),-(S,,C ) (Cr.S)

= W% - Business Computing and Operations Research WI N FOR 454

Proof of Lemma 4.2.3

Thus, for an arbitrary non-basic variable x; ,, it
holds that a, + 8, = @ + f, = ¢

This implies ay + B, = @ + Ep and completes the
proof

= W% ~ Business Computing and Operations Research WI N FOR 456

Proof of Lemma 4.2.3

= As all variables x; ; with i € {2, ..., 7} and x;,4; with
i € {1,..,r — 1} are basic variables

= Therefore, for these tuples i,j we have a; + §; = @; +
ﬁj = Cij

= We calculate and obtain

(0 +B1) = (0 +B5) + (g +Bp) = oot (0 +B) = (0 +By) o= (o +B) + (0 +B,)

=Cyy —Cyy +C3, —otCiy —Ci; +..=C +C,, =C

Qi(am*ﬁ.)—i(% +B;)+ (o +B,) =cC

& (o)~ () + (B~ (B +B B, +o, B, =
i 2 i1 1

So+p=c

e //;w,;g(r‘ - Business Computing and Operations Research WI NFOR 455

And now?

Nice theory....
But, what is the message? I don't get
it!

We can obtain the
reduced costs by an
arbitrary dual solution
that fulfills the criterion
a; + B; = ¢;; for all basic
variables x; ;

s //;w,;g(r‘ ~ Business Computing and Operations Research WI NFOR 457
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And now?

...and that means?

That we do hot have to
compute f = cf - At in
order to get the needed
reduced cost values.
This is very useful for
the following MODI
algorithm!

Business Computing and Operations Research WI N FOR 458

Generating an initial solution

In the following, we make use of the well-known
Northwest Corner Method

It generates a basic feasible solution by conducting the
following steps

1. Start with the northwest corner cell of the matrix.

2. Allocate as much as possible to the selected cell, and adjust the

associated amounts of supply and demand by subtracting the
allocated amount.

3. Cross out the row or column with zero supply or demand in order
to indicate that no further assignment can be made in that row or
column. If both, a row and a column, are set to zero
simultaneously, cross out only one, and leave a zero supply or
demand in the uncrossed row or column.

4. If exactly one row or column is left out uncrossed, stop.
Otherwise, move to the cell to the right if a column has just
crossed, or move below if it was a row. Proceed with step 2.

: /,W% ~ Business Computing and Operations Research WI N FOR 460

Cognition

= The dual solution }; = ¢} - Az' = (a?, ..., a8, BE, .., BE)
for a given basis B satisfies the property of Lemma 4.2.3

= The reduced costs of the current basic feasible solution x
can be calculated by ¢;; = ¢;; — (af + Bf)

= However, due to Lemma 4.2.3, we can calculate the
reduced costs by using an arbitrary dual solution
" = (ay, .., Am, Py, -, By) satistying a; + B; = ¢; ; for all
basic variables x; ;

e
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Northwest Corner Method

4.2.4 Lemma

The application of the Northwest Corner Method
results in a basic feasible solution

e

Business Computing and Operations Research WI N F OR 461
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Proof of Lemma 4.2.4

= We prove this Lemma by induction over the sum
k of the number of suppliers n and the number of
customers m, i.e., fork =n+m

= We commence this induction with k =n+m = 2

= In this case there is only one edge in the
corresponding graph and two nodes

= This graph is obviously acyclic and the generated
solution is a basic feasible solution

’/M,g} - Business Computing and Operations Research WI N FOR 462

Proof of Lemma 4.2.4

= After that, we modify this graph by inserting a with an additional
edge defined by the last step

= This final step does not produce a cycle and we know by applying
Lemma 4.2.1 that the produced solution is a basic feasible
solution

= This completes the proof

’/M,g} ~ Business Computing and Operations Research WI N FOR 464

Proof of Lemma 4.2.4

= Weconsiderthecasek =n+m > 2

= We assume, that the statement holds for all values less than
k=n+m

= Consequently, we can apply the assumption of induction if we
abstain from the last step of the Northwest Corner Method, as
during this step one additional customer or supplier (in what
follows denoted by a) is integrated by a transport for the first time

= Hence, potentially after reducing the demand or supply value of
the customer or supplier (note that this is not a) that would remain
unsatisfied without the last step, we obtain — by assumption — a
feasible basic solution after excluding a

= For this solution we can generate the corresponding acyclic
bipartite graph

//’w,g& - Business Computing and Operations Research WI NFOR 463

The MODI algorithm — basic loop

= In what follows, we shall introduce the MODI
algorithm and illustrate its application

= |ts main loop looks like

= While negative reduced cost entries exist,
= Determine the smallest reduced cost entry (i, )

= Insert the corresponding x-variable into the basis

= |.e., we have to find a closed loop between the current basis
members

= Then the maximum amount is transferred along this cyclical path
= Consequently, one element leaves the basis while (i, j) enters it
= Correct the dual variables accordingly

= Optimal solution found

//’w,%/ ~ Business Computing and Operations Research WI NFOR 465

21



MODI Algorithm |

1. Find a feasible initial solution to the TPP

2. Determine a dual solution:
= Set an arbitrary dual variable to ZERO
* Calculate o; =¢; — B, fora given §; or B; =¢; —¢; foragiven q
= Use only those cost coefficients for the calculation, where the
corresponding primal variable is a basis variable at that time.

3. Calculate the reduced costs C; for all non-basic variables

by C; =¢; -~
4. If g, >0Vi, j, then terminate since the optimal solution is
found

5. Otherwise, conduct a basis change (see next slide)

Rt
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The MODI Algorithm — Example

= We consider the following constellation

Rt

g N W
oD N P
w w N
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A Z
P

A Z
P

MODI Algorithm I

. Conduct a basis change

Choose the smallest reduced costs C,, = min {Eu ‘6” <0AVi, j}
Find a closed loop of basic variables that includes X,

Label x,, with +A and label the remaining basic variables in the
circle alternately with —A and +A

Determine an upper bound

Xop = min{xij‘(i, j) is a member of the closed loop and is labeled with — A}
X,q enters the basis and x,, becomes a non-basic variable
Calculate new values for all basic variables in the closed loop
according to the labels x; =x; £A

Calculate the objective function value Z :=Z +C,, - X,

Go to step 2.
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Example — Initial solution

2 36 3 0 3 63 0 2 6 3
0oo0oo03 [2 (0001 21 000
= =
0 00065 o0 005 |0 (@ 00O0SG5
0 000S6 [0 0O 0OO0OG6 [0 O 0O0GE

00 6 3 00 3 3 000 3
21 000 [21 000 210 0 0
= =
02 ©o03 02 300 02300
00 0 046 (00 (O 0¢6 003 ()3

0000
2100

21000
=x=/0 2 30

02300
0033

00330
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The dual variables

We commence with o, =0. Thus, we get

/5)1:? ﬂz:? ﬂaz? ﬂ4:? ﬂ1:3 ﬂz:? ﬂaz? ﬁ4:?
3 3 0, =0 3 3 o=
= =

2 2 a, =7 2 2 o, ="?
6 3 [ 6 3 oy ="?

pi=3 B,=3 p=7 B,=? B=3 p,=3 B=? B, =7
3 3 aI:O:> 3 3 a,=0
2 2 a, =7 2 2 o, =—
3 oy =" 6 3 oy ="?
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The resulting reduced costs

= Eventually, we obtain the tableau

p=3 B,=3 p=3 p,=0

0 0 -2 2 =0
-1 0 0 4  a,=-
2 1 o0 0  a=3
== %‘%@Z ~ Business Computing and Operations Research WI N FOR 472

The dual variables

p=3 B,=3 p=3 B,=? p=3 B,=3 B=3 p,=?
3 3 a,=0 3 3 o, =0
2 2 0, =— 2 2 o, =—.
6 3 a;="? 6 3 a;=3
f=3 B,=3 p=3 B,=0
3 3 o, =0
2 2 Gy =—

SchumpeterSchool  §
= W,;%r‘ Business Computing and Operations Research WI NFOR 471

N

The Tableau — Step 1

= Consider the initial solution

f= 3 3 3 0
b= 2 3 6 3
(2 @ 0% 0 3 0
4 o 0 4 =7Z=6+3+4+6+18+9=46
ot (2 (38° o 5 -1
0% o' (3 (38° 6
a o
= m;w/g@* Business Computing and Operations Research WI NFOR 473
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The Tableau — Step 2 The Tableau — Step 3

B= 3 3 3 0 B= 3 3 3 0 =1 3 3 0 = 1 3 3 0
b= 2 3 6 3 = 2 3 6 3 - 2 3 6 3 b= 2 3 6 3
20 0 2 2 3 0 (20) [10] 02 02 3 0 02 3 [O—Z] 02 3 0 0?2 (30) [sz] 02 3 0
= =
0t 2 3 0 5 - ot (2°) [] o* 5 - o0 5 0 5 - o o] ) ot 5 -
2] ot 2 20 6 3 2] o* () 3 6 3 2 0t 1 ¥ 6 3 2 0t 1 3P 6 3
a «a a a a a a o
= @1 3 3 0 = 1 3 3 0 f= 1 3 3 0 p= 1 3 3 0
b= 2 3 6 3 - 2 3 6 3 b= 2 3 6 3 = 2 3 6 3
02 3 02 0° 3 0 0 (3 0% 0 3 0 | o0 2] 0t 3 (0 - o° 0 (&) 0 3 -2
o 0 5 o5 -1 o (O (f o0 5 - 03 20 05 - ¢ @) @) o 5 -1
] o 1 3 6 3 @F o* @ (B 6 3 20t 1 3 6 3 @) o* ) @) 6 3
a «a a « a o a «
=7 =8+9+0+10+6+9=42, ie., reduction by 2-2 =2 =8+6+3+4+6+9-36,1e, reduction by3-2
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The Tableau — Step 4
= 1 3 3 0 = 1 3 3 0
b= 2 3 6 3 b= 2 6 3
0t 0 () o 3 -2 0* 0 ¥ 0 3 -2
o @) @) o s 17| o @) o s 1
@) o] &) &) 6 3 2 ] ) w6 3
a o a o
=0 3 3 (0 p= 2 3 3 1
b= 2 3 6 3 b= 2 3 6 3
0* 0 3 0 3 -2 0 0 (&) 00 3 -2
oo @) ] ot s 47 o () @) 00 5 -1
2 ] @) # 66 @) ) o @) 2
a o a o

= Z=8+4+5+3+6+9=35,i.e,reduction by1-1
Optimal solution since reduced costs are non - negative!
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